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About this Book and the Library

This User Guide provides information about using PlateSpin Forge. It provides conceptual
information, an overview of the user interface, and step-by-step guidance for common tasks. It also
defines terminology and includes troubleshooting information.

Intended Audience

This document is intended for IT staff, such as data center administrators and operators, who use
PlateSpin Forge in their ongoing workload protection projects.

Additional Documentation

For the most recent version of this guide and other PlateSpin Forge documentation resources, visit

the PlateSpin Forge Documentation (https://www.netiq.com/documentation/platespin-forge/) website.

In addition to English, online documentation is available in these national languages: Chinese
Simplified, Chinese Traditional, French, German, Japanese, and Spanish.

Contact Information

We want to hear your comments and suggestions about this book and the other documentation
included with this product. You can use the comment on this topic link at the bottom of any page of
the online documentation, or send an email to Documentation-Feedback@microfocus.com.

For specific product issues, contact Micro Focus Customer Care at https://www.microfocus.com/
support-and-services/.

About this Book and the Library
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1.1

Planning Your PlateSpin Environment

PlateSpin Forge is a consolidated recovery hardware appliance that protects physical and virtual
workloads (operating systems, middleware, and data) by using embedded virtualization technology. If
there is a production server outage or disaster, workloads can be rapidly powered on within the
PlateSpin Forge recovery environment, and continue to run as normal until the production
environment is restored.

PlateSpin Forge enables you to:

+ Quickly recover workloads upon failure
+ Simultaneously protect multiple workloads (10 to 50, depending on the model)
+ Test the failover workload without interfering with your production environment

+ Fail back failover workloads to either their original infrastructures or to completely new
infrastructures, physical or virtual

+ Take advantage of existing external storage solutions, such as SANs
With internal, prepackaged storage, Forge has a total storage capacity of up to 20 terabytes, although

the capacity is almost unlimited when external storage configurations are used by adding iSCSI or
Fibre Channel cards.

Use the information in this section to plan your protection and recovery environment.

¢ Section 1.1, “Supported Configurations,” on page 9
+ Section 1.2, “Security and Privacy,” on page 15

+ Section 1.3, “Performance,” on page 17

Supported Configurations

PlateSpin Forge supports server workloads for protection of most major versions of the Microsoft
Windows, SUSE Linux Enterprise Server, and Red Hat Enterprise Linux operating systems. It also
supports selected versions of Novell Open Enterprise Server, Oracle Enterprise Linux, and CentOS
operating systems.

This section describes all of the platform configurations supported by PlateSpin Forge, as well as the
software, hardware, and virtualization environments that are required for workload protection and
recovery. Some configurations, as noted, require special handling for workload setup and recovery.
Ensure that you review the referenced information elsewhere in the online documentation or
Knowledgebase Articles before you attempt to set up the workload.

NOTE: Although configurations not mentioned here are not supported, many of the improvements we
make to PlateSpin Forge will be in direct response to suggestions from our customers. You can help
us ensure our product meets all your needs. If you are interested in a platform configuration not listed,
please contact Technical Support. We value your input and look forward to hearing from you.

+ Section 1.1.1, “Supported Windows Workloads,” on page 10
+ Section 1.1.2, “Supported Linux Workloads,” on page 12
¢ Section 1.1.3, “Supported VM Containers,” on page 13

Planning Your PlateSpin Environment
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111

+ Section 1.1.4, “Supported System Firmware,” on page 13

+ Section 1.1.5, “Supported Storage,” on page 13

+ Section 1.1.6, “Supported Browsers for the PlateSpin Forge Web Interface,” on page 14

Supported Windows Workloads

PlateSpin Forge supports workloads for most Microsoft Windows versions. For a list of supported

Windows versions, see Table 1-1.

Both file-level and block-level replications are supported, with certain restrictions. See Section 6.3,

“Data Transfer,” on page 86.

NOTE: Protection is not supported for desktop (workstation) workloads.

Table 1-1 Supported Windows Workloads

Operating System

Notes

Servers

Windows Server 2012 R2
Windows Server 2012

Includes domain controllers (DC) and Small Business
Server (SBS) editions.

For information about conversion of Active Directory domain
controllers, see Knowledgebase Article 7920501 (https://
www.netig.com/support/kb/doc.php?id=7920501).

Windows Server 2008 R2 (64-bit)
Windows Server 2008 (64-bit)
Windows Server 2008 latest SP (32-bit)

Includes domain controllers (DC) and Small Business
Server (SBS) editions.

For information about conversion of Active Directory domain
controllers, see Knowledgebase Article 7920501 (https://
www.netig.com/support/kb/doc.php?id=7920501).

Windows Server 2003 R2 (64-bit)
Windows Server 2003 R2 (32-bit)
Windows Server 2003 latest SP (64-bit)
Windows Server 2003 latest SP (32-bit)

Windows 2003 requires SP1 or higher for Block-based
replication.

Clusters

Windows Server 2012 R2 server-based
Microsoft Failover Cluster

The supported clustering technologies are: Node and Disk
Majority Quorum and No Majority: Disk Only Quorum
models.

Block-based transfer only.

Windows Server 2008 R2 server-based
Microsoft Failover Cluster

The supported clustering technologies are: Node and Disk
Majority Quorum and No Majority: Disk Only Quorum
models.

Block-based transfer only.

Windows Server 2003 R2 server-based
Windows Cluster Server

The supported clustering technology is: Single-Quorum
Device Cluster model.

Block-based transfer only.

Planning Your PlateSpin Environment
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Operating System Notes

Hyper-V Hosts

Windows Server 2012 R2 with Hyper-V Role Protect a Windows server that is functioning as a Hyper-V
Windows Server 2012 with Hyper-V Role host and its volumes. Protect the individual VMs separately.

Supported Windows File Systems
PlateSpin Forge supports only the NTFS file system on any supported Windows system.

Supported Windows Clusters

For detailed information about how to protect workloads in a supported cluster, see “Protecting
Windows Clusters” on page 99. If you have local storage on cluster nodes, see also “Synchronizing
Serial Numbers on Cluster Node Local Storage” on page 147.

Supported International Versions

PlateSpin Forge supports French, German, Japanese, Chinese Traditional, and Chinese Simplified
versions of Microsoft Windows. See “Configuring Language Settings for International Versions of
PlateSpin Forge” on page 35.

TIP: Other international versions have limited support; updating system files could be affected in
languages other than those listed above.

Workload Firmware (UEFI and BIOS) Support

PlateSpin Forge mirrors the Microsoft support of UEFI or BIOS-based Windows workloads. It
transfers workloads (both Block and File transfers are supported) from source to target while
enforcing the supported firmware for the respective source and target operating systems. It does the
same for the failback to a physical machine. When any transition (failover and failback) between UEFI
and BIOS systems are initiated, Forge analyzes the transition and alerts you about its validity.

NOTE: If you are protecting a UEFI-based workload and you want to continue using the same
firmware boot mode throughout the protected workload lifecycle, you need to target a vSphere 5.0
container or newer.

The following are examples of Forge behavior when protecting and failing back between UEFI and
BIOS-based systems:

+ When you transfer a UEFI-based workload to a VMware vSphere 4.x container (which does not
support UEFI), Forge transitions the workload’s UEFI firmware at failover time to BIOS firmware.
Then, when failback is selected on a UEFI-based physical machine, Forge reverses the firmware
transition from BIOS to UEFI.

+ If you attempt to failback a protected Windows 2003 workload to a UEFI-based physical
machine, Forge analyzes the choice and notifies you that it is not valid. That is, the firmware
transition from BIOS to UEFI is not supported because Windows 2003 does not support the
UEFI boot mode.

+ When you protect a UEFI-based source on a BIOS-based target, Forge migrates the UEFI
system’s boot disks, which were GPT, to MBR disks. Failing back this BIOS workload to a UEFI-
based physical machine converts the boot disks back to GPT.

Planning Your PlateSpin Environment 1



Workload Complex Disk Partitioning Support

In addition to the MBR partitioning scheme, PlateSpin Forge supports the GPT partitioning of disks for
Windows workloads. Full replication is supported for 57 or fewer partitions or volumes on a single
disk.

Windows Update

Ensure that you update Windows (Windows Update) on your source system before you run the first
full replication. If the Windows machine is a Domain Controller, ensure that you also disable anti-virus
software on the system during the replication.

1.1.2 Supported Linux Workloads

PlateSpin Forge supports a number of Linux distributions. For a list of supported Linux operating

systems, see Table 1-2.

Replication of protected Linux workloads occurs only at the block level. See “Requirement for a

bl kwat ch Driver” on page 13.

Table 1-2 Supported Linux Workloads

Operating System

Notes

Servers

Red Hat Enterprise Linux (RHEL) 7
Red Hat Enterprise Linux 6
Red Hat Enterprise Linux 5
Red Hat Enterprise Linux 4

See “Linux Distributions Supported by Forge” on page 135
for a list of supported Linux kernel versions and
architectures for RHEL distributions.

SUSE Linux Enterprise Server (SLES) 11
SUSE Linux Enterprise Server 10
SUSE Linux Enterprise Server 9

See “Linux Distributions Supported by Forge” on page 135
for a list of supported Linux kernel versions and
architectures for SLES distributions.

NOTE: Kernel version 3.0.13 of SLES 11 SP3 is not
supported. Upgrade to kernel version 3.0.27 or later before
you inventory the workload.

Novell Open Enterprise Server (OES) 11
Novell Open Enterprise Server 2

PlateSpin Forge supports workloads for an OES 2 or OES
11 version if it is based on a supported SLES distribution,
except as noted. See “Linux Distributions Supported by
Forge” on page 135 for a list of supported Linux kernel
versions and architectures for SLES distributions.

NOTE: The default kernel version 3.0.13 of OES 11 SP2 is
not supported. Upgrade to kernel version 3.0.27 or later
before you inventory the workload.

Oracle Enterprise Linux (OEL)

PlateSpin Forge supports workloads for an OEL version if
it is based on a supported RHEL distribution, except as
noted. See “Linux Distributions Supported by Forge” on
page 135 for a list of supported Linux kernel versions and
architectures for RHEL distributions.

NOTE: Workloads using the Unbreakable Enterprise
Kernel are not supported.

12 Planning Your PlateSpin Environment



1.1.3

1.1.4

1.1.5

Operating System Notes

CentOS 7 PlateSpin Forge supports workloads for a CentOS version
CentOS 6 if it is based on a supported RHEL distribution. See “Linux
CentOS 5 Distributions Supported by Forge” on page 135 for a list of

supported Linux kernel versions and architectures for
CentOS 4 RHEL distributions.

Supported Linux File Systems

PlateSpin Forge supports EXT2, EXT3, EXT4, REISERFS, XFS, and NSS (Open Enterprise Server
only) file systems, with block-based transfer only.

NOTE: Encrypted volumes of workloads on the source are decrypted in the failover VM.

Workload Firmware (UEFI and BIOS) Support

PlateSpin Forge provides support for the UEFI and BIOS firmware interfaces.

Workload Complex Disk Partitioning Support

In addition to the MBR partitioning scheme, PlateSpin Forge supports the GPT partitioning of disks for
Linux workloads. Full replication is supported for 57 or fewer partitions or volumes on a single disk.

Requirement for a bl kwat ch Driver

The block-based transfer of data for a Linux workload in PlateSpin Forge requires a bl kwat ch driver
that is compiled for the particular Linux distribution being protected. PlateSpin Forge software
includes pre-compiled versions of the bl kwat ch driver for many non-debug Linux distributions (32-bit
and 64-bit). You can also create a custom driver. For more information, see “Linux Distributions
Supported by Forge” on page 135.

Supported VM Containers

PlateSpin Forge ships with VMware ESXi 5.5 GA2 Update 2 as the protection VM container.

Supported System Firmware

PlateSpin Forge supports the UEFI and BIOS firmware interfaces.

On Windows systems, PlateSpin Forge mirrors the Microsoft support of UEFI. For more information
see Workload Firmware (UEFI and BIOS) Support in “Supported Windows Workloads” on page 10.

Supported Storage

Workloads and storage for protection must be configured on disks partitioned with the MBR (Master
Boot Record) or the GPT (GUID Partition Table) partitioning scheme. Although GPT allows up to 128
partitions per single disk, PlateSpin Forge supports only 57 or fewer GPT partitions per disk.

PlateSpin Forge supports several types of storage, including basic disks, Windows dynamic disks,
LVM (version 2 only), RAID, and SAN.

Planning Your PlateSpin Environment 13



For Linux workloads, PlateSpin Forge provides the following additional features:

+ Non-volume storage, such as a swap partition that is associated with the source workload, is
recreated in the failover workload.

+ The layout of volume groups and logical volumes is preserved so that you can re-create it during
failback.

+ (OES 11 workloads) Novell Linux Volume Management (NLVM) layout of source workloads are
preserved and re-created in the appliance host. NSS pools are copied from the source to the
recovery VM.

+ (OES 2 workloads) EVMS layouts of source workloads are preserved and re-created in the
appliance host. NSS pools are copied from the source to the recovery VM.

1.1.6 Supported Browsers for the PlateSpin Forge Web Interface

Most of your interaction with the product takes place through the browser-based PlateSpin Forge
Web Interface.

The supported browsers are:

+ Google Chrome, version 34.0 and later

+ Microsoft Internet Explorer, version 11.0 and later

+ Mozilla Firefox, version 29.0 and later

NOTE: JavaScript (Active Scripting) must be enabled in your browser.

To enable JavaScript:

¢ Chrome:
1. From the Chrome menu, select Settings, then scroll to and click Show advanced settings.
2. Under Privacy, click Content Settings.
3. Scroll to JavaScript, then select Allow all sites to run JavaScript.
4. Click Done.
+ Firefox:
1. In the Location bar, type about : confi g and press Enter.
2. Click I'll be careful, | promise!
3. Inthe Search bar, type j avascri pt. enabl ed, then press Enter.
4. In the search results, view the value for the j avascri pt. enabl ed parameter. If its value is

f al se, right-click j avascri pt . enabl ed and select Toggle to set its value to t r ue.

¢ Internet Explorer:

1.

o D

From the Tools menu, select Internet Options.

Select Security, then click Custom level.

Scroll to Scripting > Active scripting, then select Enable.
Click Yes at the warning dialog box, then click OK.

Click Apply > OK.

To use the PlateSpin Forge Web Interface and integrated help in one of the supported languages, see
“Configuring Language Settings for International Versions of PlateSpin Forge” on page 35.

14 Planning Your PlateSpin Environment



1.2

1.2.1

1.2.2

1.2.3

1.2.4

Security and Privacy

PlateSpin Forge provides several features to help you safeguard your data and increase security.

+ Section 1.2.1, “Security of Workload Data in Transmission,” on page 15
¢ Section 1.2.2, “Security of Client/Server Communications,” on page 15
+ Section 1.2.3, “Security of Credentials,” on page 15

+ Section 1.2.4, “User Authorization and Authentication,” on page 15

¢ Section 1.2.5, “Network Port Settings,” on page 16

+ Section 1.2.6, “Additional Security Enhancements,” on page 17

Security of Workload Data in Transmission

Transfer encryption makes the transfer of your workload data more secure during workload
replication. When encryption is enabled, over-the-network data transfer from the source to the target
is encrypted by using AES (Advanced Encryption Standard).

NOTE: Data encryption has a performance impact and might significantly slow down the data transfer
rate by up to 30%.

You can enable or disable encryption individually for each workload by selecting the Encrypt Data
Transfer option. See “Workload Protection Details” on page 73.

Security of Client/Server Communications

Because the PlateSpin Server enables SSL on the Forge VM, secure data transmission between your
web browser and the PlateSpin Server is already configured to HTTPS (Hypertext Transfer Protocol
Secure).

Security of Credentials

PlateSpin Forge protects credentials by using an SSL connection for communications and the
Windows cryptographic library to encrypt passwords.

Credentials that you use to access various systems (such as workloads and failback targets) are
stored in the PlateSpin Forge database and are therefore covered by the same security safeguards
that you have in place for your Forge VM.

In addition, credentials are included within diagnostics, which are accessible to accredited users. You
should ensure that workload protection projects are handled by authorized staff.

User Authorization and Authentication

PlateSpin Forge provides a comprehensive and secure user authorization and authentication
mechanism based on user roles, and controls application access and operations that users can
perform. See “Configuring User Authorization and Authentication” on page 24.
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1.2.5 Network Port Settings

Table 1-3 lists the default ports used by PlateSpin Forge. If you configure custom ports, you must
open those ports instead. For communications between the PlateSpin Forge Server and the source
and target machines it manages, ensure that you also open the appropriate ports on any firewalls
between them. Traffic for communications is bidirectional (incoming and outgoing). For more
information about network access configuration for your PlateSpin Server environment, see
“Configuring Access and Communication Settings across your Protection Network” on page 28.

Table 1-3 Default Ports Used by PlateSpin Forge

Port Number  Protocol Function Details

80 TCP HTTP (Not secure) Used for HTTP communications between the
Forge VM and the source and target machines it
manages.

Open this port on your Forge VM, the source and target
workloads, and the VMware ESXi hosts.

443 TCP HTTPS (Secure) Used for HTTPS communications, if SSL is
enabled, between the Forge VM and the source and
target machines.

Open this port on your Forge VM, the source and target
workloads, the VMware ESXi hosts, and the vCenter host
server.

3725 TCP Data transfer Used for data transfer between the source and target
machines, including file-based transfer and block-based
transfer.

Open this port on the source and target machines for all
workloads. Any firewall between a source and its target
must also allow TCP port 3725. See “Supported
Configurations” on page 9.

135 TCP RPC/DCOM Used for RPC/DCOM communications on Windows
445 machines during the discovery process, and when taking
control and rebooting the source machine.

Open these ports for communications between the source
and target machines for all Windows workloads. See
“Supported Windows Workloads” on page 10.

137 TCP NetBIOS Used for NetBIOS communications (name service,
138 datagram service, and session service).
139

Open these ports for communications between the source
and target machines for all Windows workloads. See
“Supported Windows Workloads” on page 10.

137 UDP SMB Used for SMB communications for the file transfer of the

138 Take Control folder and files from the PlateSpin Server to
the source machine.

139 TCP SMB

445 Open these ports on your Forge VM and the source

workloads.
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1.2.6

1.3

Port Number

Protocol

Function

Details

22

TCP

Used for SSH and SCP communications on Linux
machines during the discovery process.

Open this port on the source and target machines for all
Linux workloads. See “Supported Linux Workloads” on
page 12.

25

TCP

SMTP

Used for SMTP traffic if email notification is enabled.

25

UbDP

SMTP

Open this port on the Forge VM and the mail relay host.

1433

TCP

SQL

Used for Microsoft SQL Server communications for
authentication and data exchange to a remote SQL
Server.

Open the SQL ports on your Forge VM and the remote
SQL Server host, as well as on any firewalls between
them.

For more information the SQL Server port requirements,
see Configure the Firewall to Allow Server Access in the
Microsoft Developers Network.

1434

TCP

SQL

Used for the Microsoft SQL Server dedicated admin
connection.

1434

UDP

SQL

Used for the Microsoft SQL Server named instances.

This port might be required when you use named
instances on a remote SQL Server.

49152 to 65535 TCP

SQL

Used for the Microsoft SQL Server or RPC for LSA, SAM,
and Netlogon.

If you have configured Microsoft SQL Server to use a
specific TCP port, you must open that port on the firewall.

Additional Security Enhancements

PlateSpin Forge provides information in Knowledgebase Article 7015818 (https://www.netiq.com/
support/kb/doc.php?id=7015818) about how to remove the vulnerability to potential POODLE
(Padding Oracle On Downgraded Legacy Encryption) attacks from your PlateSpin servers.

Performance

*

*

*

*

*

Section 1.3.1, “About Product Performance Characteristics,” on page 18
Section 1.3.2, “Data Compression,” on page 18

Section 1.3.3, “Bandwidth Throttling,” on page 18

Section 1.3.4, “RPO, RTO, and TTO Specifications,” on page 19
Section 1.3.5, “Scalability,” on page 19
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1.3.1

18

1.3.2

1.3.3

About Product Performance Characteristics

The performance characteristics of your PlateSpin Forge product depend on a number of factors,
including:

+ Hardware and software profiles of your source workloads

+ Hardware and software profiles of your target containers

+ The specifics of your network bandwidth, configuration, and conditions

+ The number of protected workloads

+ The number of volumes under protection

+ The size of volumes under protection

+ File density (number of files per unit of capacity) on your source workloads’ volumes

+ Source I/O levels (how busy your workloads are)

+ The number of concurrent replications

+ Whether data encryption is enabled or disabled

+ Whether data compression is enabled or disabled
For large-scale workload protection plans, you should perform a test protection of a typical workload,

run some replications, and use the result as a benchmark, fine-tuning your metrics regularly
throughout the project.

Data Compression

If necessary, PlateSpin Forge can compress the workload data before transferring it over the network.
This enables you to reduce the overall amount of data transferred during replications.

Compression ratios depend on the type of files on a source workload’s volumes, and might vary from
approximately 0.9 (100MB of data compressed to 90 MB) to approximately 0.5 (100MB compressed
to 50MB).

NOTE: Data compression utilizes the source workload’s processor power.

Data Compression can be configured individually for each workload or in a Protection Tier. See
“Protection Tiers” on page 89.

Bandwidth Throttling

PlateSpin Forge enables you to control the amount of network bandwidth consumed by direct source-
to-target communication over the course of workload protection. You can specify a throughput rate for
each protection contract. This provides a way to prevent replication traffic from congesting your
production network and reduces the overall load of your PlateSpin Server.

Bandwidth throttling can be configured individual for each workload or in a Protection Tier. See
“Protection Tiers” on page 89.
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1.3.4

1.3.5

RPO, RTO, and TTO Specifications

+ Recovery Point Objective (RPO): The RPO setting describes the tolerable amount of data loss
as measured in time in the event of a major IT outage. You define the RPO with a configurable
interval between incremental replications of a protected workload.

The RPO is affected by current utilization levels of PlateSpin Forge, the rate and scope of
changes on the workload, your network speed, and the chosen replication schedule.

+ Recovery Time Objective (RTO): The RTO setting describes a workload'’s tolerable downtime
as measured by the time a failover operation takes to complete. The failover operation brings a
failover workload online to temporarily replace a protected production workload.

The RTO is affected by the time it takes to configure and execute the failover operation (10 to 45
minutes). See “Failover” on page 77.

+ Test Time Objective (TTO): The TTO setting describes the time required for testing disaster
recovery with some confidence of service restoration. It is similar to RTO, but includes the time
needed for a user to test the failover workload.

Use the Test Failover feature to run through different scenarios and generate benchmark data.
See “Using the Test Failover Feature” on page 78.

Among factors that have an impact on RPO, RTO, and TTO is the number of required concurrent
failover operations; a single failed-over workload has more memory and CPU resources available to it
than multiple failed-over workloads, which share the resources of their underlying infrastructure.

When you test the failover response, you should note the actual values associated with the
configured RPO, RTO, and TTO:

+ Recovery Point Actual (RPA): The RPA is the actual data loss measured in time and defined
by the actual measured interval between incremental replications of a protected workload that
occurs during a failover test. RPA is also known as Actual Recovery Point Objective (Actual
RPO).

+ Recovery Time Actual (RTA): The RTA is a measure of a workload’s actual downtime defined
by the time a failover operation takes to complete. RTA is also known as Actual Recovery Time
Objective (Actual RTO).

+ Test Time Actual (TTA): The TTA is a measure of the actual time in which a disaster recovery
plan can be tested. It is similar to Actual RTO, but includes the time needed for a user to test the
failover workload. TTA is also known as Actual Test Time Objective (Actual TTO).

You should determine average failover times for workloads in your environment by doing test
failovers at various times, then use them as benchmark data in your overall data recovery plans. See
“Generating Workload and Workload Protection Reports” on page 67.

Scalability

Scalability encompasses (and depends on) the following major characteristics of your PlateSpin
Forge product:

+ Workloads per Server: The number of workloads per PlateSpin Server might vary between 10
and 50, depending on several factors, including your RPO requirements and the hardware
characteristics of the server host.

+ Protections per Container: The maximum number of protections per container is related to
(but is not the same as) the VMware specifications pertaining to the maximum number of VMs
supported per ESXi host. Additional factors include recovery statistics (including concurrent
replications and failovers) and hardware vendor specifications.
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You should conduct tests, incrementally adjust your capacity numbers, and use them in determining
your scalability ceiling.
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PlateSpin Forge Application
Configuration

This section describes configuration requirements and setup for PlateSpin Forge.

¢ Section 2.1, “Launching the PlateSpin Forge Web Interface,” on page 21
+ Section 2.2, “Activating Your Product License,” on page 22
¢ Section 2.3, “Configuring User Authorization and Authentication,” on page 24

+ Section 2.4, “Configuring Access and Communication Settings across your Protection Network,”
on page 28

+ Section 2.5, “Configuring Automatic Email Notifications of Events and Reports,” on page 31

+ Section 2.6, “Configuring Language Settings for International Versions of PlateSpin Forge,” on
page 35

¢ Section 2.7, “Using Tags to Help Sort Workloads,” on page 36

+ Section 2.8, “Configuring PlateSpin Server Behavior through XML Configuration Parameters,” on
page 37

¢ Section 2.9, “Optimizing Data Transfer over WAN Connections,” on page 37
+ Section 2.10, “Configuring Support for VMware vCenter Site Recovery Manager,” on page 41
+ Section 2.11, “Configuring the Refresh Rates for the Web Interface,” on page 43

21 Launching the PlateSpin Forge Web Interface

To use the PlateSpin Forge Web Interface and integrated help in one of the supported languages, see
“Configuring Language Settings for International Versions of PlateSpin Forge” on page 35.

To launching the PlateSpin Forge Web Interface:

1 Open a supported web browser and go to:
htt ps:// <hostname | IP_address>/For ge
Replace <hostname | IP_address> with the DNS hostname or the IP address of your Forge VM.
If SSL is not enabled, use ht t p in the URL.
The first time you log into PlateSpin Forge, the browser redirects to the License Activation page.
2 Log in using the local Administrator user credentials for the Forge VM.

The default credentials for the Forge Management VM are user name Adni ni strat or and
password Passwor d1. To modify the Administrator user password, you can log in remotely to the
VM'’s Windows desktop, and use Windows management tools to set a new password.

For information about setting up additional users for PlateSpin, see Section 2.3, “Configuring
User Authorization and Authentication,” on page 24.
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2.2

2.2.1

Activating Your Product License

Your PlateSpin Forge product license entitles you to a specific number or unlimited number of
workloads for protection through workload licensing. For more information, see Section 6.1,
“Workload License Consumption,” on page 85.

For PlateSpin Forge product licensing, you must have a license activation code. If you do not have a
license activation code, request one through the Customer Center (http://www.netig.com/
customercenter/). A Customer Care representative will contact you and provide the license activation
code.

NOTE: If you are an existing PlateSpin customer and you don't have a Customer Center account, you
must first create one, using the same email address as specified in your purchase order. See Create
Account (https://www.netiq.com/selfreg/jsp/createAccount.jsp).

You have two options for activating your product license: online or offline.

+ Section 2.2.1, “Online License Activation,” on page 22
¢ Section 2.2.2, “Offline License Activation,” on page 23
¢ Section 2.2.3, “Managing Licenses,” on page 23

Online License Activation

For online activation, PlateSpin Forge must have Internet access.

NOTE: HTTP proxies might cause failures during online activation. Offline activation is recommended
for users in environments that use HTTP proxy.

To set up online license activation:

1 In the PlateSpin Forge Web Interface, click Add PlateSpin Forge License > Add License.

Dazhboard  Workbosds Tasks Aeporls SslEegs Abmgl  Help

Lestae &cfoabon | Acivats

'® Online Acttvation (Regeres infermst Access]
Emaail Ackdress:

Actration Code:

| Offling Acsvation (Requires lisense file)
i hardwire B i sty My R ol R w B s

To creste & boense key The, plense acoess: RHp iy wiv nktesoi. co misrediucigcivalion's chvaiedrder asax

Fiba: Browse_  No e sslecad.

2 Select Online Activation.

3 Specify the email address that you provided when you placed your order and the activation code
you received, then click Activate.

The system obtains the required license over the Internet and activates the product.
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2.2.2

2.2.3

Offline License Activation

For offline activation, you obtain a PlateSpin Forge license key by using a computer that has Internet
access.

1 In the PlateSpin Forge Web Interface, click Add PlateSpin Forge License > Add License.
2 Select Offline Activation and copy the hardware ID shown.

3 Use a web browser on a computer that has Internet access to navigate to the PlateSpin Product
Activation website (http://www.platespin.com/productactivation/ActivateOrder.aspx). Log in with
your Customer Center user name and password.

4 Use the hardware ID to create a license key file. This process requires the following information:
+ the activation code that you received
+ the email address that you provided when you placed your order
+ the hardware ID that you copied in Step 2

5 Save the generated license key file, transfer it to the product host that does not have Internet
connectivity, and use it to activate the product.

6 In the PlateSpin Forge Web Interface on the License Activation page, type the path to the file or
browse to its location, then click Activate.

The license key file is saved and the product is activated based on this file.

Managing Licenses

After you have activated one license for the product, you can monitor the availability of workload
licenses, add new licenses, and remove expired licenses.

+ “Viewing License Information” on page 23

+ “Adding a License” on page 24

+ “Deleting a License” on page 24

+ “Generating a Licensing Report for Technical Support” on page 24

Viewing License Information

The product Dashboard provides a License Summary that displays the number installed licenses and
the current number of consumed licenses. Licenses are consumed as you add a workload for
protection. See Section 6.1, “Workload License Consumption,” on page 85.

You can view information about product licenses on the Licenses page.

1 In the PlateSpin Forge Web Interface, select Settings > Licenses.
2 View the license information:

+ Activation Code

+ Expiry Date

+ Workloads

3 View Workloads remaining for the number of unused licenses.
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2.3

2.3.1

Adding a License

You use the same process for adding a new license as for activating the first license:

¢ Section 2.2.1, “Online License Activation,” on page 22
+ Section 2.2.2, “Offline License Activation,” on page 23

Deleting a License
You can delete an expired license on the Licenses page.

1 In the PlateSpin Forge Web Interface, select Settings > Licenses.
2 View the license information.
3 Click Delete next to the expired license, then confirm the deletion.

Generating a Licensing Report for Technical Support

If you have licensing issues, Technical Support might request you to generate a Licensing Report.
This diagnostic report contains encoded product information about the licenses you have activated
for your PlateSpin Server.

1 In the PlateSpin Forge Web Interface, select Settings > Licenses.

2 Below the list of licenses, click View Licensing Report.

The Li censeReport . t xt file opens in a new browser tab or window, depending on your browser
settings.

3 Save the Li censeReport . txt file as Li censeReport. psl on your local computer.

Configuring User Authorization and
Authentication

The following information is included in this section:

+ Section 2.3.1, “About PlateSpin Forge Role-Based Access,” on page 24
¢ Section 2.3.2, “Managing PlateSpin Forge Access and Permissions,” on page 26

¢ Section 2.3.3, “Managing PlateSpin Forge Security Groups and Workload Permissions,” on
page 27

About PlateSpin Forge Role-Based Access

The user authorization and authentication mechanism of PlateSpin Forge is based on user roles, and
controls application access and operations that users can perform. The mechanism is based on
Integrated Windows Authentication (IWA) and its interaction with Internet Information Services (I1S).

The role-based access mechanism enables you to implement user authorization and authentication
in several ways:

+ Restricting application access to specific users

+ Allowing only specific operations to specific users

+ Granting each user access to specific workloads for performing operations defined by the
assigned role
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Every PlateSpin Forge instance has the following set of operating system-level user groups that
define related functional roles:

+ Workload Protection Administrators: Have unlimited access to all features and functions of
the application. A local administrator is implicitly part of this group.

+ Workload Protection Power Users: Have access to most features and functions of the
application, with some limitations such as restrictions in the capability to modify system settings

related to licensing and security.
+ Workload Protection Operators: Have access to a limited subset of system features and

functions, sufficient to maintain day-to-day operation.

When a user attempts to connect to PlateSpin Forge, the credentials provided through the browser

are validated by IIS. If the user is not a member of one of the Workload Protection roles, connection is

refused.

Table 2-1 Workload Protection Roles and Permission Details

Workload Protection Role Details Administrators Power Users Operators
Add Workload Allowed Allowed Denied
Remove Workload Allowed Allowed Denied
Configure Protection Allowed Allowed Denied
Prepare Replication Allowed Allowed Denied
Run (Full) Replication Allowed Allowed Allowed
Run Incremental Allowed Allowed Allowed
Pause/Resume Schedule Allowed Allowed Allowed
Test Failover Allowed Allowed Allowed
Failover Allowed Allowed Allowed
Cancel Failover Allowed Allowed Allowed
Abort Allowed Allowed Allowed
Dismiss (Task) Allowed Allowed Allowed
Settings (All) Allowed Denied Denied
Run Reports/Diagnostics Allowed Allowed Allowed
Failback Allowed Denied Denied
Reprotect Allowed Allowed Denied

In addition, PlateSpin Forge software provides a mechanism based on security groups that define
which users should have access to which workloads in the PlateSpin Forge workload inventory.

To set up a proper role-based access to PlateSpin Forge:

1 Add users to the required user groups detailed in Table 2-1. See your Windows documentation.

2 Create application-level security groups that associate these users with specified workloads.
See “Managing PlateSpin Forge Security Groups and Workload Permissions” on page 27.
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23.2 Managing PlateSpin Forge Access and Permissions

The following sections provide more information:

+ “Modifying the Administrator User Password for the Forge Management VM” on page 26
+ “Adding PlateSpin Forge Users” on page 26
+ “Assigning a Workload Protection Role to a PlateSpin Forge User” on page 26

Modifying the Administrator User Password for the Forge
Management VM

The default credentials for the Forge Management VM are user name Adnmi ni st r at or and password
Passwor dl.

To modify the Administrator user password:

1 Launch a Remote Desktop connection to the Forge Management VM, using the IP address that
you configured for the VM.

2 Log in as the Administrator user, using the current credentials.

3 Use Windows management tools to set a new password for the Administrator user.

4 Log out and close the Remote Desktop connection.

Adding PlateSpin Forge Users

Use the procedure in this section to add a new PlateSpin Forge user.

If you want to grant specific role permissions to an existing user on the Forge VM, see “Assigning a
Workload Protection Role to a PlateSpin Forge User” on page 26.

You can now assign a workload protection role to the newly created user. See “Assigning a Workload
Protection Role to a PlateSpin Forge User” on page 26.

Assigning a Workload Protection Role to a PlateSpin Forge User

Before assigning a role to a user, determine the collection of permissions that best suits that user.
See Table 2-1, “Workload Protection Roles and Permission Details,” on page 25.

It might take several minutes for the change to take effect. To attempt applying the changes manually,
restart your server by using the Rest art Pl at eSpi nSer ver . exe executable.

To restart the PlateSpin Server:
1 Before you attempt to restart the PlateSpin Server, pause all of your contracts, or verify that no
replications, failovers, or failbacks are in progress. Do not continue until all workloads are idle.
2 Go to the PlateSpin Server’s bi n\ Rest art Pl at eSpi nSer ver subdirectory.
3 Double-click the Rest art Pl at eSpi nSer ver . exe executable.
A command prompt window opens, requesting confirmation.
4 Confirm by typing Y and pressing Ent er .

You can now add this user to a PlateSpin Forge security group and associate a specified collection of
workloads. See “Managing PlateSpin Forge Security Groups and Workload Permissions” on page 27.
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2.3.3

Managing PlateSpin Forge Security Groups and Workload
Permissions

PlateSpin Forge provides a granular application-level access mechanism that allows specific users to

carry out specific workload protection tasks on specified workloads. This is accomplished by setting
up security groups.

1 Assign a PlateSpin Forge user a Workload Protection Role whose permissions best suit that role

in your organization. See “Assigning a Workload Protection Role to a PlateSpin Forge User” on
page 26.

2 Access PlateSpin Forge as an administrator by using the PlateSpin Forge Web Interface, then
click Settings > Permissions.

The Security Groups page opens.

3 Click Create Security Group.

4 In the Security Group Name field, type a name for your security group.

5 Click Add Users and select the required users for this security group.
If you want to add a PlateSpin Forge user who was recently added to the Forge VM, it might not
be immediately available in the user interface. In this case, first click Refresh User Accounts.
|

Choose users to grant access to this group:

Grant Name Roles

ADLER\operator Workload Protection Operator

0K ] l Cancel

6 Click Add Workloads and select the required workloads:

Choose workloads to include in this group:
Include Workload Name Security Group
|:| vslesllsp3wad example.com [Unazsigned]
| WV [Unassigned]
[l AE-W2K3-1 [Unassigned]
AE-W2K3-3 [Unassigned]
AE-W2K3-4 [Unassigned]

[ QK ] [ Cancel

Only users in this security group will have access to the selected workloads.
7 Click Create.

The page reloads and displays the your new group in the list of security groups.

To edit a security group, click its name in the list of security groups.
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2.4

2.4.1

242

Configuring Access and Communication Settings
across your Protection Network

Before you set up workloads for protection and recovery, ensure that you configure your network with
the access and communications settings described in this section.

¢ Section 2.4.1, “Open Port Requirements for the PlateSpin Server HostForge VM Web Interface,”
on page 28

¢ Section 2.4.2, “Access and Communication Requirements for Workloads,” on page 28

+ Section 2.4.3, “Access and Communication Requirements for Containers,” on page 30

¢ Section 2.4.4, “Protection Across Public and Private Networks Through NAT,” on page 30

+ Section 2.4.5, “Overriding the Default bash Shell for Executing Commands on Linux Workloads,”
on page 31

¢ Section 2.4.6, “Requirements for VMware DRS Clusters as Containers,” on page 31

Open Port Requirements for the PlateSpin Server
HostForge VM Web Interface

Table 2-2 describes the ports that must be open for on the Forge VM to allow access to the PlateSpin
Forge Web Interface.

Table 2-2 Open Port Requirements for the PlateSpin Server HostForge VM

Port (Default) Remarks
TCP 80 For HTTP communication
TCP 443 For HTTPS communication (if SSL is enabled)

Access and Communication Requirements for Workloads

Table 2-3 describes the software, network, and firewall requirements for workloads that you intend to
protect by using PlateSpin Forge.

Table 2-3 Access and Communication Requirements for Workloads

Workload Type Prerequisites Required Ports
(Defaults)

All workloads Ping (ICMP echo request and response) support

All Windows workloads. + Microsoft .NET Framework 3.5 Service Pack 1

See “Supported Windows

Workloads” on page 10. + Microsoft NET Framework 4.0

For discovery, source workloads must be running
Microsoft .NET Framework 2 SP2 or later.
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Workload Type

Prerequisites Required Ports
(Defaults)

All Windows workloads.

See “Supported Windows

Workloads” on page 10.

+ Built-in Admi ni st r at or or domain administrator TCP 3725
account credentials (membership only in the local

Administrators group is insufficient). NetBIOS (TCP 137 -

139)
+ The Windows Firewall configured to allow File and

Printer Sharing. Use one of these options: SMB (TCP 139, 445

. . . . and UDP 137, 138)
+ Option 1, using Windows Firewall: Use the

basic Windows Firewall Control Panel item RPC (TCP 135, 445)
(firewal |.cpl)and select File and printer
Sharing in the list of exceptions.

-OR -

¢ Option 2, using Firewall with Advanced
Security: Use the Windows Firewall with
Advanced Security utility (wf . msc) with the

following Inbound Rules enabled and set to
Al ow:

+ File and Printer Sharing (Echo Request
- ICMPv4In)

¢ File and Printer Sharing (Echo Request
- ICMPv6In)

* File and Printer Sharing (NB-
Datagram-In)

¢ File and Printer Sharing (NB-Name-In)

¢ File and Printer Sharing (NB-Session-
In)

* File and Printer Sharing (SMB-In)

¢ File and Printer Sharing (Spooler
Service - RPC)

* File and Printer Sharing (Spooler
Service - RPC-EPMAP)

Windows Server 2003
(including SP1 Standard,
SP2 Enterprise, and R2
SP2 Enterprise).

NOTE: After enabling the required ports, run the following TCP 3725, 135, 139,
command at the server prompt to enable PlateSpin 445

remote administration:
UDP 137, 138, 139

netsh firewall set service RenoteAdm n enabl e

For more information about netsh, see the Microsoft
TechNet article, The Netsh Command Line Utility (http://
technet.microsoft.com/en-us/library/
cc785383%28v=ws.10%29.aspx).

All Linux workloads. See
“Supported Linux
Workloads” on page 12.

Secure Shell (SSH) server TCP 22, 3725
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Access and Communication Requirements for Containers

Table 2-4 describes the software, network, and firewall requirements for the supported workload
containers.

Table 2-4 Access and Communication Requirements for Containers

System Prerequisites Required Ports
(Defaults)

All containers Ping (ICMP echo request and response) capability.

All VMware containers. * VMware account with an Administrator role HTTPS (TCP 443)

See “Supported VM

. » * VMware Web services API and file management API
Containers” on page 13.

vCenter Server The user with access must be assigned the appropriate  HTTPS (TCP 443)
roles and permissions. Refer to the pertinent release of
VMware documentation for more information.

Protection Across Public and Private Networks Through
NAT

In some cases, a source, a target, or PlateSpin Forge itself, might be located in an internal (private)
network behind a network address translator (NAT) device, unable to communicate with its
counterpart during protection.

PlateSpin Forge enables you to address this issue, depending on which of the following hosts is
located behind the NAT device:

+ PlateSpin Server: In your server’s PlateSpin Server Configuration tool, record the additional IP
addresses assigned to that host. See “Configuring the Application to Function through NAT” on
page 30.

+ Workload: When you are attempting to add a workload, specify the public (external) IP address
of that workload in the discovery parameters.

+ Failed-over VM: During failback, you can specify an alternative IP address for the failed-over
workload in Failback Details (Workload to VM) (page 80).

+ Failback Target: During an attempt to register a failback target, when prompted to provide the
IP address of the PlateSpin Server, provide either the local address of the Forge VM or one of its
public (external) addresses recorded in the server’s PlateSpin Server Configuration tool (see
PlateSpin Server above).

Configuring the Application to Function through NAT

To enable the PlateSpin Server to function across NAT-enabled environments, you must record
additional IP addresses of your PlateSpin Server in the PlateSpin Server Configuration tool’s
database that the server reads upon startup.

For information on the update procedure, see “Configuring PlateSpin Server Behavior through XML
Configuration Parameters” on page 37.
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2.4.6

2.5

2.5.1

Overriding the Default bash Shell for Executing Commands
on Linux Workloads

By default, the PlateSpin Server uses the / bi n/ bash shell when executing commands on a Linux
source workload.

If required, you can override the default shell by modifying the corresponding registry key on the
PlateSpin Server.

See Knowledgebase Article 7010676 (https://www.netiq.com/support/kb/doc.php?id=7010676).

Requirements for VMware DRS Clusters as Containers

To be a valid protection target, your VMware DRS cluster must be added to the set of containers
(inventoried) as a VMware Cluster. You should not attempt to add a DRS Cluster as a set of individual
ESX servers. See “Adding Containers (Protection Targets)” on page 70.

In addition, your VMware DRS cluster must meet the following configuration requirements:

+ DRS is enabled and set to either Parti al | y Automated or Ful | y Aut omat ed.
+ At least one datastore is shared among all the ESX servers in the VMware Cluster.

+ At least one vSwitch and virtual port-group, or vNetwork Distributed Switch, is common to all the
ESX servers in the VMware Cluster.

+ The failover workloads (VMs) for each protection contract is placed exclusively on datastores,
vSwitches and virtual port-groups that are shared among all the ESX servers in the VMware
Cluster.

Configuring Automatic Email Notifications of
Events and Reports

You can configure PlateSpin Forge to automatically send notifications of events and replication
reports to specified email addresses. This functionality requires that you first specify a valid SMTP
server for PlateSpin Forge to use.

¢ Section 2.5.1, “SMTP Configuration,” on page 31
+ Section 2.5.2, “Setting Up Automatic Event Notifications by Email,” on page 32
¢ Section 2.5.3, “Setting Up Automatic Replication Reports by Email,” on page 34

SMTP Configuration

Use the PlateSpin Forge Web Interface to configure SMTP (Simple Mail Transfer Protocol) settings
for the server used to deliver email notifications of events and replication reports.
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Figure 2-1 Simple Mail Transfer Protocol Settings

Dashboard Workloads  Tasks  Reports Sellings Aboul  Help

Protnchion Twm SUTP Semnge Save

To configure SMTP settings:

1 In your PlateSpin Forge Web Interface, click Settings > SMTP.

2 Specify an SMTP server Address, a Port (the default is 25), and a Reply Address for receiving
email event and progress notifications.

3 Type a user name and password, then confirm the password.
4 Click Save.

25.2 Setting Up Automatic Event Notifications by Email

To set up automatic event notifications:

1 Set up an SMTP server for PlateSpin Forge to use. See “SMTP Configuration” on page 31.

2 In your PlateSpin Forge Web Interface, click Settings > Notification Settings.

3 Select the Enable Notifications option.

4 Click Edit Recipients, type the required email addresses separated by commas, then click OK.

Halp

Nashboard  Workloads  Tasks  Reports  Satlings BT

B e2atée Hobiicetions:

Pecipiaman: Ackdress
Bammm dradrniamamgle. com
Barrras mhn_ardbSeanch o
e Sy sadeen e ngle. com
Bemose webadminGaxampie. com
Bl Aicasusnta

il Email netificalioes sre OF, Hunbes of respents: 4

5 Click Save.
To delete listed email addresses, click Remove next to the address.
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The event types shown in Table 2-5 can trigger email notifications if notification is configured. The
events are always added to the System Application Event Log, according to the log entry types of

Warning, Error, and Information.

NOTE: Although event log entries have unique IDs, the IDs are not guaranteed to remain the same in

future releases.

Table 2-5 Events Types Organized by Log Entry Types

Event Types

Remarks

Log Entry Type: Warning

Ful | Replicati onM ssed

Similar to the I ncrenental Replication M ssed
event.

I ncrerment al Repl i cati onM ssed

Generated when any of the following applies:

+ Areplication is manually paused while a
scheduled incremental replication is due.

+ The system attempts to carry out a scheduled
incremental replication while a manually-
triggered replication is underway.

* The system determines that the target has
insufficient free disk space.

Wor kl oadOF f | i neDet ect ed

Generated when the system detects that a previously
online workload is now offline.

Applies to workloads whose protection contract’s state
is not Paused.

Log Entry Type: Error

Fai | overFai |l ed

Ful | ReplicationFail ed

I ncrenent al Repl i cati onFail ed

Prepar eFai | over Fai | ed

Log Entry Type: Information

Fai | over Conpl et ed

Ful | Repl i cati onConpl et ed

I ncrement al Repl i cati onConpl et ed

Pr epar eFai | over Conpl et ed

Test Fai | over Conpl et ed

Generated upon manually marking a Test Failover
operation a success or a failure.
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2.5.3

Event Types Remarks

Wor kl oadOnl i neDet ect ed Generated when the system detects that a previously

offline workload is now online.

Applies to workloads whose protection contract’s state
is not Paused.

Setting Up Automatic Replication Reports by Email

To set up PlateSpin Forge to automatically send out replication reports by email, follow these steps:

A WODN -

6

7

Set up an SMTP server for PlateSpin Forge to use. See SMTP Configuration (page 31).
In your PlateSpin Forge Web Interface, click Settings > Replication Reports Settings.
Select the Enable Replication Reports option.

In the Report Recurrence section, click Edit, then specify the appropriate recurrence pattern for
the reports. You can click Close to collapse the section.

In the Recipients section, click Edit Recipients, type the appropriate email addresses separated
by commas, then click OK. You can click Remove next to an email address to delete the recipient
from the list.

Dashboard  VWorkloads Tasks Heports  Settings

Lnabie Repbcaton Reports

Every day ot 8730 P

Racipiants: hudress
Bamgem admeexangle om
Rarreres Fhn_gmEn@es s 2om
Remmgee operatonBessnp con

Sdil Aesiwmsls

Profact Accaas URL: btps: vpralecl example comd43

i Humber of recipienis: 3; Mexd report: 1512045 8230 PR

(Optional) In the Forge Access URL section, specify a non-default URL for your PlateSpin Server
(for example, when your Forge VM has more than one NIC or if it is located behind a NAT
server). This URL affects the title of the report and the functionality of accessing relevant content
on the server through hyperlinks within emailed reports.

Click Save.

For information on other types of reports that you can generate and view on demand, see
“Generating Workload and Workload Protection Reports” on page 67.
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2.6 Configurin? Language Settings for International
Versions of PlateSpin Forge

PlateSpin Forge provides National Language Support (NLS) for Chinese Simplified, Chinese
Traditional, French, German, and Japanese.

To use the PlateSpin Forge Web Interface and integrated help in one of these languages, the
corresponding language must be added in your web browser and moved to the top of the order of
preference:
1 Access the Languages setting in your web browser:
¢ Chrome:

1. From the Chrome menu, click Settings, then scroll to and click Show advanced
settings.

2. Scroll to Languages, then click Language and input settings.

+ Firefox:
1. From the Tools menu, select Options, then select the Content tab.
2. Under Languages, click Choose.

¢ Internet Explorer:
1. From the Tools menu, select Internet Options, then select the General tab.
2. Under Appearance, click Languages.

2 Add the required language and move it up the top of the list.

3 Save the settings, then start the client application by connecting to your PlateSpin Forge Server.
See “Launching the PlateSpin Forge Web Interface” on page 21.

NOTE: (For users of Chinese Traditional and Chinese Simplified versions) Attempting to connect to
the PlateSpin Forge Server with a browser that does not have a specific version of Chinese added
might result in web server errors. For correct operation, use your browser’s configuration settings to
add a specific Chinese language (for example, Chi nese [zh-cn] or Chi nese [zh-tw ). Do not use
the culture-neutral Chi nese [zh] language.

The language of a small portion of system messages generated by the PlateSpin Forge Server
depends on the operating system interface language selected in your Forge VM:

To change the operating system language:

1 Access your Forge VM.
See “Accessing the Forge VM” on page 48.

2 Start the Regional and Language Options applet (click Start > Run, type i ntl. cpl, and press
Enter), then click the Languages (Windows Server 2003) or Keyboards and Languages
(Windows Server 2008) tab, as applicable.

3 Ifitis not already installed, install the required language pack. You might need access to your OS
installation media.

4 Select the required language as the interface language of the operating system. When you are
prompted, log out or restart the system.
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2.7 Using Tags to Help Sort Workloads

When you have a large number of workloads to manage, it can be time-consuming to browse the list
and select similar workloads for concurrent operation actions. Sorting on name or feature can help.
Another alternative is to use a tag to set up a custom association among workloads that you want to
manage as a group. You can easily sort the workloads by the Tag column, select the appropriate
tagged workloads, and run available operations on them at the same time.

A tag can represent any logical or physical association for a workload that is meaningful to you. You
affiliate a unique color and name for each tag. You can create as many unique tags as you like,
although the choice of unique colors is limited. Each workload can have a single tag associated with
it. When you export a workload to a new server, its tag setting persists.

To set up a workload tag:

1 In the PlateSpin Forge Web Interface, click Settings > Workload Tags > Create Workload Tag.

Dashbaard  Workloads Tasks  Reporls  Sellings Abowl  Help

Woskioad Tage > Creabe Worklkoad Tag l:n'u'.el Serve

Rame SaM Server

Cidor

INRRNRCRENC RN

2 Specify a unique tag name (25-character limit) and associate a color with that description.
3 Click Save to add this new tag to the list of available workload tags in the Workload Tags view of
Settings page.

To edit or delete an available workload tag:

1 In the PlateSpin Forge Web Interface, click Settings > Workload Tags.

2 Edit any of the available tags. Click the tag name, modify its name or affiliated color, then click
Save.

3 Delete any tags that you no longer use. Click Delete next to the tag, then click OK to confirm. You
cannot delete a tag if it is associated with any workload.

To add, or associate, a single tag with a workload:

1 In the workload list, select the active workload you want to tag, then click Configure to open its
configuration page.
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2 Expand the Tag section to view the Tag drop-down box.
3 Select the name of the tag you want to associate with the workload, then click Save.

B

Teg Windows Senser -

To remove, or dissociate, a single tag from a workload:

1 In the workload list, select the workload, then click Configure to open its configuration page.
2 Expand the Tag section to view the Tag drop-down box.
3 Select the “empty” line in the list of available tag names, then click Save.

Tap ¥

2.8 Configuring PlateSpin Server Behavior through
XML Configuration Parameters

Some aspects of your PlateSpin Server’s behavior are controlled by configuration parameters that
you set on a configuration web page residing your Forge VM at:

https:// Your _Pl at eSpi n_Server/ pl at espi nconfi gurati on/

NOTE: Under normal circumstances you should not need to modify these settings unless you are
advised to do so by PlateSpin Support.

To change and apply any configuration parameters:

1 From any web browser, open htt ps:// Your _Pl at eSpi n_Server/ pl at espi nconfi guration/.
2 Locate the required server parameter and change its value.
3 Save your settings and exit the page.

No reboot or restart of services is required after the change is made in the configuration tool.

The following topics provide information on specific situations when you might need to change
product behavior using an XML configuration value:

¢ “Optimizing Data Transfer over WAN Connections” on page 37
+ “Rebranding the PlateSpin Forge Web Interface” on page 149

2.9 Optimizing Data Transfer over WAN Connections

You can optimize data transfer performance and fine tune it for WAN connections. You do this by
modifying configuration parameters that the system reads from settings you make in a configuration
tool residing on your Forge VM. For the generic procedure, see “Configuring PlateSpin Server
Behavior through XML Configuration Parameters” on page 37.

¢ Section 2.9.1, “Tuning Parameters,” on page 38

¢ Section 2.9.2, “Tuning FileTransferSendReceiveBufferSize,” on page 39
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291 Tuning Parameters

Use the file transfer configuration parameters settings to optimize data transfers across a WAN.
These settings are global and affect all replications using the file-based and VSS replications.

NOTE: If these values are modified, replication times on high-speed networks, such as Gigabit
Ethernet, might be negatively impacted. Before modifying any of these parameters, consider
consulting PlateSpin Support first.

Table 2-6 lists the configuration parameters on the PlateSpin Configuration page (htt ps://

Your Pl at eSpi n_Server/ pl at espi nconfi gur ati on/ ) that control file transfer speeds with the
defaults and maximum values. You can modify these values through trial-and-error testing in order to
optimize operation in a high-latency WAN environment.

Table 2-6 Default and Optimized File Transfer Configuration Parameters

Parameter Default Value Maximum Value
Al waysUseNonVSSFi | eTr ansf er For W ndows2003 False
Fi | eTransf er Conpr essi onThr eadsCount 2 N/A

Controls the number of threads used for packet-level data
compression. This setting is ignored if compression is disabled.
Because the compression is CPU-bound, this setting might
have a performance impact.

Fi | eTransf er Buf f er Thr eshol dPer cent age 10

Determines the minimum amount of data that must be buffered
before creating and sending new network packets.

Fi | eTransf er KeepAl i veTi meQut M | | i Sec 120000

Specifies ow long to wait to start sending keep alive messages if
TCP times out.

Fi | eTransf er Longer Than24Hour sSupport True

Fi | eTransf er Lowmvenor yThr eshol dl nByt es 536870912

Determines when the server considers itself to be in a low
memory state, which causes augmentation of some networking
behavior.

Fi | eTransf er MaxBuf f er Si zeFor Lowvenor yl nByt es 5242880

Specifies the internal buffer size used in a low memory state.

Fi | eTransf er MaxBuf f er Si zel nByt es 31457280

Specifies internal buffer size for holding packet data.

Fi | eTr ansf er MaxPacket Si zel nBut es 1048576

Determines the largest packets that will be sent.

Fi | eTransfer M nConpr essi onLi m t 0 (disabled) max 65536 (64 KB)

Specifies the packet-level compression threshold in bytes.

Fi | eTransferPort 3725
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Parameter Default Value Maximum Value

Fi | eTransf er SendRecei veBuf f er Si ze 0 (8192 bytes) max 5242880 (5 MB)

Defines the maximum size (in bytes) of the send and receive
buffers for TCP connections in the replication network. The
buffer size affects the TCP Receive Window (RWIN) size, which
sets the number of bytes that can be sent without TCP
acknowledgement. This setting is relevant for both file-based
and block-based transfers. Tuning the buffer size based on your
network bandwidth and latency improves throughput and
reduces CPU processing.

When the value is set to zero (off), the default TCP window size
is used (8 KB). For custom sizes, specify the size in bytes.

Use the following formula to determine the proper value:
((LINK_SPEED in Mbps / 8) * DELAY in sec)) * 1000 * 1024

For example, for a 100 Mbps link with 10 ms latency, the proper
buffer size would be:

(100/8)* 0.01 * 1000 * 1024 = 128000 byt es

For tuning information, see Section 2.9.2, “Tuning
FileTransferSendReceiveBufferSize,” on page 39.

Fi | eTransf er SendRecei veBuf f er Si zeLi nux 0 (253952 bytes)

Specifies the TCP/IP Receive Window (RWIN) Size setting for
file transfer connections for Linux. It controls the number of
bytes sent without TCP acknowledgement, in bytes.

When the value is set to zero (off), the TCP/IP window size
value for Linux is automatically calculated from the

Fi | eTransf er SendRecei veBuf f er Si ze setting. If both
parameters are set to zero (off), the default value is 248 KB. For
custom sizes, specify the size in bytes.

NOTE: In previous release versions, you were required to set
this parameter to 1/2 the desired value, but this is no longer

required.
Fi | eTr ansf er Shut DownTi meCut | nM nut es 1090
Fi | eTransfer TCPTi nreQut M | | i Sec 30000

Sets both the TCP Send and TCP Receive Timeout values.

Post Fi | eTransf er Acti onsRequi redTi nel nM nut es 60

29.2 Tuning FileTransferSendReceiveBufferSize

The FileTransferSendReceiveBufferSize parameter defines the maximum size (in bytes) of the send
and receive buffers for TCP connections in the replication network. The buffer size affects the TCP
Receive Window (RWIN) size, which sets the number of bytes that can be sent without TCP
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acknowledgement. This setting is relevant for both file-based and block-based transfers. Tuning the
buffer size based on your network bandwidth and latency improves throughput and reduces CPU
processing.

You can tune the FileTransferSendReceiveBufferSize parameter to optimize transfer of blocks or files
from the source servers to the target servers in your replication environment. Set the parameter on
the PlateSpin Configuration page (ht t ps: // Your _Pl at eSpi n_Ser ver/ pl at espi nconfi guration/).

To calculate the optimum buffer size:

1 Determine the latency (delay) between the source server and target server.

The goal is to discover what the latency is for a packet size that approaches the MTU as closely
as possible.

1a Log in to the source server as an Administrator user.

1b Enter the following at a command prompt:
# ping <target-server-ip-address> -f -1 <MIU_mi nus_28> -n 10
Typically, the -1 option for pi ng adds 28 bytes in headers of the specified payload for the
target-server-ip-address. Thus, a size in bytes of MTU ni nus 28 is a good initial value to try.

1c lteratively modify the payload and re-enter the command in Step 1b until you get the
following message:

The packet needs to be fragnented.
1d Note the latency in seconds.
For example, if the latency is 35 ms (milliseconds), then note 0.035 as the latency.
2 Calculate a byte value for your initial buffer size:

Buffer Size = (Bandwidth in Mps / 8) * Latency in seconds * 1000 * 1024

Use binary values for the network bandwidth. That is, 10 Gbps = 10240 Mbps and 1 Gbps =
1024 Mbps.

For example, the calculation for a 10 Gbps network with a latency of 35 ms is:
Buf fer Size = (10240 / 8) * 0.035 * 1000 * 1024 = 45875200 bytes

3 (Optional) Calculate an optimal buffer size by rounding up to a multiple of the Maximum Segment
Size (MSS).

3a Determine the MSS:
MSS = MIU Size in bytes - (I P Header Size + TCP Header Size)

The IP header size is 20 bytes. The TCP header size is 20 bytes plus the bytes for options
like timestamp.

For example, if your MTU size is 1470, then your MSS is typically 1430.
MBS = 1470 bytes - (20 bytes + 20 bytes) = 1430 bytes

3b Calculate the optimal buffer size:
Optimal Buffer Size = (roundup( Buffer Size / MSS )) * MsS
To continue the example:

Optimal Buffer Size = (roundup(45875200 / 1430)) * 1430

32081 * 1430
45875830
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2.10

2.10.1

2.10.2

You round up instead of down, because rounding down gives a multiple of the MSS that is
smaller than the Buffer Size of 45875200:

Non-optinmal Buffer Size = 32080 * 1430 = 45874400

Configuring Support for VMware vCenter Site
Recovery Manager

You might use PlateSpin Forge to protect your workloads locally and then use some additional
method to replicate those workloads to a remote location, such as a SAN. For example, you might
choose to use VMware vCenter Site Recovery Manager (SRM) to replicate an entire datastore of
replicated target VMs to a remote site. In this case, specific configuration steps are needed to ensure
that the target VMs can be replicated and behave correctly when powered on at the remote site.

Workloads replicated by PlateSpin Forge and managed on VMware vCenter SRM can behave
seamlessly if you configure PlateSpin Forge to support SRM by making the following adjustments:

+ Configure a setting to keep the PlateSpin Forge 1ISO and floppies on the same datastore as the
VMware . vinx and .vndk files.

+ Prepare the PlateSpin Forge environment to copy VMware Tools to the failover target. This
involves some manual file creation and copying in addition to making some configuration
settings that expedite the VMware Tools installation process.

¢ Section 2.10.1, “Setting Up Workload Files on the Same Datastore,” on page 41

¢ Section 2.10.2, “Setting Up VMware Tools for Failover Targets,” on page 41

+ Section 2.10.3, “Expediting the Configuration Process,” on page 42

Setting Up Workload Files on the Same Datastore

To ensure that the workload files are kept on the same datastore:
1 From any web browser, open htt ps:// Your _Pl at eSpi n_Ser ver/ pl at espi nconfi gurati on/
to display the configuration web page.

2 On the configuration web page, locate the Cr eat ePSFi | esl nvnDat ast or e server parameter and
change its value to t r ue.

NOTE: The person configuring the replication contract is responsible to ensure that the same
datastore is specified for all target VM disk files.

3 Save your settings and exit the page.

Setting Up VMware Tools for Failover Targets

VMware Tools setup packages can be copied to the failover target during replication so that they can
be installed by the configuration service when the VM is booted. This happens automatically when
the failover target is able to contact the PlateSpin Forge Server. In cases where this cannot happen,
you need to prepare your environment prior to replication.
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To prepare your environment:

1 Retrieve the VMware Tools packages from an ESX host:

1a Secure copy (scp) the wi ndows. i so image from the / usr/ 1 i b/ vinar e/ i soi mages
directory on an accessible VMware host to a local temporary folder.

1b Open the ISO and extract its setup packages, saving them to an accessible location:
+ VMware 5.x: The setup packages are set up. exe and set up64. exe.
+ VMware 4.x: The setup packages are VMiar e Tool s. nsi and VMaar e Tool s64. nsi .
2 Create OFX packages from the setup packages you extracted from the VMware Server:

2a Zip the package you want, making sure that the setup installer file is at the root of the . zi p
archive.

2b Rename the . zi p archive to 1. package so that it can be used as an OFX package.

NOTE: If you want to create an OFX package for more than one of the setup packages,
remember that each setup package must have its own unique . zi p archive.

Because each package must have the same name (1. package), if you want to save
multiple . zi p archives as OFX packages, you need to save each in its own unique
subdirectory.

3 Copy the appropriate OFX package (1. package) to
9%°r ogr anfi | es(x86) % Pl at eSpi n\ Packages\ %3Ul D%on the PlateSpin Server. The value of
%3Ul D%depends on the version of your VMware Server and its VMware Tools architecture.

The following table lists the server versions, VMware Tools architecture and the GUID identifier
you need to copy the package to the correct directory:

VMware Server VMware Tools GUID

Version Architecture

4.0 x86 D052CBAC-0A98-4880-8BCC-FE0608F0930F
4.0 x64 80B50267-B30C-4001-ABDF-EA288D1FD09C
4.1 x86 F2957064-65D7-4bda-A52B-3F5859624602
4.1 x64 80B1C53C-6B43-4843-9D63-E9911E9A15D5
5.0 x86 AD4FDE1D-DE86-4d05-B147-071F4E1D0326
5.0 x64 F7C9BC91-7733-4790-B7AF-62E074B73882
5.1 x86 34DD2CBE-183E-492f-9B36-7A8326080755
5.1 x64 AD4FDE1D-DE86-4d05-B147-071F4E1D0326
5.5 x86 660C345A-7A91-458b-BC47-6A3914723EF7
5.5 x64 8546D4EF-8CA5-4a51-A3A3-6240171BE278

2103 Expediting the Configuration Process

After the failover target boots, the configuration service launches to prepare the VM for use, but sits
inactive for several minutes, waiting for data from the PlateSpin Server or looking for VMware Tools
on the CD ROM.
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2.1

To shorten this wait time:

1 On the configuration web page, locate the Conf i gur ati onSer vi ceVal ues configuration setting,
and then change the value of its Wi t For Fl oppyTi meout | nSecs subsetting to zero (0).

2 On the configuration web page, locate the For cel nst al | VMIool sCust onPackage and change
the value to t r ue.

With these settings in place, the configuration process takes less than 15 minutes: the target machine
reboots (up to two times), the VMware tools are installed, and SRM accesses the tools to help it
configure networking at the remote site.

Configuring the Refresh Rates for the Web
Interface

Several pages in the Web Interface have configurable refresh intervals, as shown in Table 2-7. You
can modify the interval setting to meet the needs of your PlateSpin environment.

Table 2-7 Web Interface Default Refresh Intervals

Web Interface Parameter Default Refresh Interval (in Seconds)
DashboardUpdatelntervalSeconds 60
WorkloadsUpdatelntervalSeconds 60
WorkloadTargetsUpdatelntervalSeconds 30
WorkloadDetailsUpdatelntervalSeconds 15
TasksUpdatelntervalSeconds 15

1 Open the following file in a text editor:
\ Program Fi | es\ Pl at eSpi n Forge Server\Pl at espi n For ge\web\ web. config

2 Modify the value for any of the following interval settings as appropriate for your PlateSpin
environment:

<add key="Dashboar dUpdat el nt er val Seconds" val ue="60" />

<add key="Wor kl oadsUpdat el nt er val Seconds" val ue="60" />

<add key="Wor k|l oadTar get sUpdat el nt er val Seconds" val ue="30" />
<add key="Wor kl oadDet ai | sUpdat el nt er val Seconds" val ue="15" />
<add key="TasksUpdat el nt erval Seconds" val ue="15" />

3 Save thefile.

The new settings apply in your next Web Interface session. It is not necessary to restart the
PlateSpin Server service or server.
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3.1

Configuring the Forge Appliance

The PlateSpin Forge Appliance consists of the host hardware and a virtual machine running a
Microsoft Windows operating system with the PlateSpin Forge software installed. This section
provides information about appliance setup and maintenance tasks that you might need to perform
regularly on the Forge VM.

+ Section 3.1, “Setting Up Appliance Networking,” on page 45

*

Section 3.2, “Using External Storage Solutions with PlateSpin Forge,” on page 46

*

Section 3.3, “Managing the Forge VM with vSphere Client,” on page 48

*

Section 3.4, “Physically Relocating the Appliance,” on page 50

*

Section 3.5, “Recovering the Forge Management VM to Factory Defaults,” on page 54

*

Section 3.6, “Resetting the Forge Appliance to Factory Defaults,” on page 55

Setting Up Appliance Networking

This section provides information about customizing the networking settings of your appliance host.

¢ Section 3.1.1, “About Appliance Host Networking,” on page 46
¢ Section 3.1.2, “Moving or Creating a vSwitch,” on page 46
¢ Section 3.1.3, “Assigning VLAN Tags to Forge Port Groups,” on page 46
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3.2

About Appliance Host Networking

Your PlateSpin Forge appliance has six physical network interfaces configured for external access:
+ External Test Network: To isolate network traffic when testing a failover workload with the Test
Failover feature.

+ Internal Test Network: For testing a failover workload in complete isolation from the production
network.

+ Replication Network: To provide the system with networking designated for ongoing traffic
between your production workload and its replica in the Management VM.

+ Production Network: For real-life business continuity networking when performing a failover or
a failback.

+ Management Network: The Forge VM network.

+ Appliance Host Network: Hypervisor management network. This network is unavailable for
selection in the PlateSpin Forge Web Interface.

Moving or Creating a vSwitch

By default, PlateSpin Forge ships with all 6 physical network interfaces mapped to one vSwitch in the
hypervisor. You can customize the mapping to better suit your environment. For example, you can
protect a workload that has two NICs, one of which is used for production connectivity, and the other
strictly for replications. See Move / Create a vSwitch on your Forge Appliance, Knowledgebase
Article 7921062 (https://www.netiq.com/support/kb/doc.php?id=7921062).

Assigning VLAN Tags to Forge Port Groups

To further fine-tune the control of your network traffic, consider assigning a different VLAN ID to each
of the individual port groups. Separate VLANSs help to ensure that your production network is not
interfered with by traffic from workload protection and recovery operations. See Assigning VLAN Tags
to Forge Port Groups, Knowledgebase Article 21057 (https://www.netiq.com/support/kb/
doc.php?id=7921057).

Using External Storage Solutions with PlateSpin
Forge
The following sections contain information to help you with the setup and configuration of external

storage for PlateSpin Forge.

+ Section 3.2.1, “Using Forge with SAN Storage,” on page 47
¢ Section 3.2.2, “Adding a SAN LUN to Forge,” on page 47
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3.21 Using Forge with SAN Storage

PlateSpin Forge supports existing external storage solutions, such as Storage Area Network (SAN)
implementations. Both Fibre Channel (FC) and iSCSI solutions are supported. SAN support for Fibre
Channel and iSCSI HBAs allows a Forge appliance to be connected to a SAN array. You can then
use SAN-array LUNs (Logical Units) to store workload data. Using Forge with a SAN improves
flexibility, efficiency, and reliability.

Each SAN product has its own nuances and differences that do not migrate from one hardware
manufacturer to the next. This is especially true when considering how these products connect and
interact with the Forge VM. As such, specific configuration steps for each possible environment and
context are beyond the scope of this guide.

The best place to find this type of information is from your hardware vendor or your SAN product
sales representative. Many hardware vendors have support guides available describing these tasks
in detail. You can also find information at the following sites:

+ See the documentation for your VMware ESX version on the VMware Documentation website
(http://www.vmware.com/support/pubs/):

¢ The vSphere Storage Guide discusses the use of ESX Server with storage area networks
using Fibre Channel, iSCSI, and Fibre Channel over Ethernet.

+ The interactive VMware Compatibility Guide for IO Devices (http://www.vmware.com/
resources/compatibility/search.php?deviceCategory=io) lists the currently supported HBAs,
HBA drivers, and driver versions.

+ The interactive VMware Compatibility Guide for Storage/SAN (http://www.vmware.com/
resources/compatibility/search.php?deviceCategory=san) lists the currently approved
storage arrays.

+ The VMware Release Notes give information about known issues and workarounds.
¢ The VMware Knowledge Bases have information on common issues and workarounds.

+ You can learn more about iISCSI by visiting the Storage Networking Industry Association website
(http://www.snia.org/education/storage_networking_primer/ipstorage/).

3.22 Adding a SAN LUN to Forge

PlateSpin Forge supports the use of Storage Area Network (SAN) storage, but before Forge can
access an existing SAN, a SAN Logical Unit (LUN) needs to be added to Forge’s ESX.

1 Set up and configure your SAN system.

2 Access the appliance host (see “Downloading and Installing the vSphere Client Program” on
page 48).

3 In the VMware client interface, click the root (top-level) node in the Inventory panel, then click the
Configuration tab.

4 Click the Add Storage hyperlink in the upper right.
5 In the Add Storage Wizard, click Next until you are prompted to specify datastore information.

6 Specify a datastore name and click Next in the subsequent wizard pages. When the wizard
finishes, click Finish.

7 Click Storage under Hardware to see the Forge datastores. The newly added SAN LUN should
appear in the window.

8 Quit the VMware client program.
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3.3

3.3.1

3.3.2

3.3.3

In the PlateSpin Forge Web Interface, the new datastore does not appear until the next replication
runs and the Application Host is refreshed. You can force a refresh by selecting Settings >
Containers and clicking s near the appliance hostname.

Managing the Forge VM with vSphere Client

Occasionally you might need to work directly with the Forge VM and perform maintenance tasks as
described here or when you are advised to do so by PlateSpin Support. Use the vSphere Client
software to access the Forge VM, including its OS interface and VM settings.

+ Section 3.3.1, “Downloading and Installing the vSphere Client Program,” on page 48

¢ Section 3.3.2, “Launching the vSphere Client,” on page 48

+ Section 3.3.3, “Accessing the Forge VM,” on page 48

¢ Section 3.3.4, “Starting and Shutting Down the Forge VM,” on page 49

¢ Section 3.3.5, “Managing Snapshots of the Forge VM on the Appliance Host,” on page 49

¢ Section 3.3.6, “Manually Importing VMs into the Appliance Host’s Datastore,” on page 50

+ Section 3.3.7, “Guidelines for Applying Security Updates to the Forge VM,” on page 50

Downloading and Installing the vSphere Client Program

Download the client software from the appliance host, then install it on a Windows workstation
external to PlateSpin Forge.
1 Download the client software:

+ For Forge Appliance Version 3 with VMware ESXi 5.5 Update 1, download the latest version
of VMware vSphere Client 5.5.

2 Launch the downloaded installation program and follow the instructions to install the software.

Launching the vSphere Client

1 Clicking Start > Programs > VMware > VMware vSphere | Virtual Infrastructure Client.
The vSphere Client login window is displayed.

2 Specify your administrator-level credentials and log in, ignoring any certificate warnings.
The vSphere Client program opens.

Accessing the Forge VM

1 Launch the vSphere Client, then log in with your administrator-level credentials.
2 In the inventory panel at the left, locate and select the PlateSpin Forge VM item.
3 At the top of the right panel, click the Console tab.

The Client’s console area displays the Forge VM’s Windows interface.

Use the console to work with the Management VM the same way as you would work with Windows on
a physical machine.
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3.3.5

TIP

+ To unlock the Management VM, click inside the console and press Ctrl+Alt+Insert.
+ To release the cursor for working outside the vSphere Client program, press Ctrl+Alt.

Starting and Shutting Down the Forge VM

Occasionally you might need to shut down and then restart the Forge VM, such as when you relocate
the appliance.

To shut down the Forge VM:

1 Use the vSphere Client to access the Forge VM host.
2 Open the VM console for the Forge VM.

3 In the VM Console, use the standard Windows procedure to shut down the VM. (Select Start >
Shut Down.)

Wait for the VM to shut down gracefully.
To start or restart the Forge VM:

1 Use the vSphere Client to access the Forge VM host.
2 In the inventory panel at the left, right-click the PlateSpin Forge VM item and select Power on.

Managing Snapshots of the Forge VM on the Appliance
Host

Occasionally you might need to take a point-in-time snapshot of your management VM, such as when
you upgrade Forge software or when you carry out troubleshooting tasks. You might also need to
remove snapshots (recovery points) to free storage space.

To manage snapshots of the Forge VM:

1 Launch the vSphere Client, then log in to the appliance host with administrator-level credentials.

2 In the inventory panel at the left, right-click the PlateSpin Forge VM item and select Snapshot >
Take Snapshot.

3 Type a name and a description for the snapshot, then click OK.
To revert the Forge VM to a previous state:

1 Launch the vSphere Client, then log in to the appliance host with administrator-level credentials.

2 In the inventory panel at the left, right-click the PlateSpin Forge VM item and select Snapshot >
Snapshot Manager.

3 In the tree representation of the VM states, select a snapshot, then click Go to.

To remove snapshots that represent recovery points:

1 Launch the vSphere Client, then log in to the appliance host with administrator-level credentials.

2 In the inventory panel at the left, right-click the PlateSpin Forge VM item and select Snapshot >
Snapshot Manager.

3 In the tree representation of the VM states, select a snapshot, then click Remove.
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3.3.6

3.3.7

Manually Importing VMs into the Appliance Host’s
Datastore

You might want to manually import VMs into the Appliance host’s datastore when you want your
failover workload to be created differentially. See “Initial Replication Method (Full and Incremental)”
on page 91.

1 At the production site, create a VM from your production workload (for example, by using

PlateSpin Migrate) and copy the VM files from the ESX host’s datastore to portable media, such
as a portable hard drive or a USB flash drive. Use the Datastore Browser of the client software to
browse and locate the files.

2 Atthe disaster recovery site, attach the media to a workstation that has network access to Forge

and has the vSphere Client program installed.
See “Downloading and Installing the vSphere Client Program” on page 48.

Use the vSphere Client’'s Datastore Browser to access the Forge datastore (Storage1) and
upload the VM files from the temporary media. Use the uploaded VM to register it with the
appliance host (right-click > Add to Inventory).

Refresh the PlateSpin Forge inventory. In the PlateSpin Forge Web Interface, click Settings >
Containers, then click the Refresh icon +; next to the appliance host.

Guidelines for Applying Security Updates to the Forge VM

1

During a maintenance window, access the Forge VM by using the VMware vSphere Client
program.

From within the Forge VM’s Windows interface, check for security updates from Microsoft.

3 Use the PlateSpin Forge Web Interface to put PlateSpin Forge into maintenance mode by

pausing all replication schedules and ensuring that any incomplete replications are complete.

Take a snapshot of the Forge VM. See “Managing Snapshots of the Forge VM on the Appliance
Host” on page 49.

Download and install the required security patches. When the installation finishes, reboot the
Forge VM.

Use the PlateSpin Forge Web Interface to resume replications paused in Step 3 and verify that
replications are working properly.

Remove the snapshot of the Forge VM that you took in Step 4. See “Managing Snapshots of the
Forge VM on the Appliance Host” on page 49.

3.4 Physically Relocating the Appliance

If you physically relocate your PlateSpin Forge appliance you must modify the IP addresses of its
components to reflect the new environment. These are the IP addresses you specified during the
initial setup of the appliance. See the PlateSpin Forge Getting Started Guide.

The specifics of the relocation process vary depending on whether the new IP address of the
appliance at the target site is known (scenario 1) or unknown (scenario 2).

+ Section 3.4.1, “Prerequisites for Relocating Forge,” on page 51

¢ Section 3.4.2, “Scenario 1: Relocating Forge When the New IP Address Is Known,” on page 51

+ Section 3.4.3, “Scenario 2: Relocating Forge When the New IP Address Is Unknown,” on

page 52
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3.4.1

3.4.2

Prerequisites for Relocating Forge

Before you start the relocation procedure:
1 Pause all replication schedules, ensuring that at least one incremental has run for each
workload:
1a Launch your PlateSpin Forge Web Interface.
1b In the Workloads list, verify that at least one incremental has run for each workload.
1c Select all workloads, click Pause, then click Execute.
1d Ensure that the status Paused is displayed for all the workloads.

Scenario 1: Relocating Forge When the New IP Address Is
Known

To relocate the Forge Appliance Hardware when you know its new IP address:

1 Ensure that replication schedules for all workloads are in a Paused state.
See “Prerequisites for Relocating Forge” on page 51.

2 Launch the Forge Appliance Configuration Console (Forge ACC). Launch a web browser and go
tohttp://<Forge_I P_address>: 10000.

3 Log in using the f or geuser account and click Configure Host.
4 Enter the new network parameters and click Apply, then click Continue to confirm the change.

If you are relocating the Forge Appliance to a new IP address that is not currently accessible
(until you physically relocate the Appliance), you must deselect Verify network settings before
saving on the Confirmation dialog before you continue, or the configuration will not be able to set
the new IP address.

5 Wait for the configuration process to complete and for the browser window to display the
Configuration Successful popup window.

If the configuration process returns a timeout error, ensure you have the Forge VM correctly
licensed with a single container license, then try again.

NOTE: The link in the popup window for the new Forge ACC address will not work until you
physically disconnect your appliance and connect it to the new subnet.

6 In the vSphere Client, shut down the appliance:
6a Shut down the Forge VM. (In the Forge VM Console, select Start > Shut Down.)

See “Starting and Shutting Down the Forge VM” on page 49. Wait for the VM to shut down
gracefully.

6b Shut down the Appliance Host:
6b1 At the Forge VM Console, switch to the ESX Server console by pressing Alt-F2.
6b2 Log in as the superuser (user r oot with the associated password).
6b3 Type the following command and press Enter:
shut down -h now
Wait for the Appliance Host to shut down gracefully.
6c Power down the appliance.
7 Disconnect your appliance, move it to the new site, attach it to the new subnet, and power it on.
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The new IP address should now be valid.

8 Launch the Forge ACC and log in using the f or geuser account, click Configure Forge VM,
specify the required parameters, then click Apply.

9 Verify that the setting are correct, click Continue, and wait for the process to complete.

NOTE: If you configured the Forge VM to use DHCP, do the following after the relocation:

1. Determine the Forge VM’s new IP address. Use the vSphere Client program to access the
Forge VM, then look up the IP address in the VM’'s Windows interface.

See “Accessing the Forge VM” on page 48.

2. Use the new IP address to launch the PlateSpin Forge Web Interface, then refresh the
container. Click Settings > Containers > then click the Refresh icon +4.

10 Resume the paused replications.

3.43 Scenario 2: Relocating Forge When the New IP Address Is
Unknown

To relocate the Forge Appliance Hardware when its new IP address is unknown:

1 Ensure that replication schedules for all workloads are in a Paused state.
See “Prerequisites for Relocating Forge” on page 51.
2 In the vSphere Client, shut down the appliance:
2a Shut down the Forge VM. (In the Forge VM Console, select Start > Shut Down.)

See “Starting and Shutting Down the Forge VM” on page 49. Wait for the VM to shut down
gracefully.

2b Shut down the Appliance Host:
2b1 At the Forge Console, switch to the ESX Server console by pressing Alt-F2.
2b2 Log in as the superuser (user r oot with the associated password).
2b3 Type the following command and press Enter:
shut down -h now
2¢ Power down the appliance.
3 Disconnect your appliance, move it, attach it to the new network, then power it on.
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Set up an administrative computer (a laptop computer is recommended) so that it is able to
communicate with Forge at its currently configured IP address (the IP address at the old site),
then connect it to the Appliance using either of the following methods:

+ Connect both machines to the same Ethernet switch or hub.

Hub/Switch

s

B A

PlateSpin Forge Administrative
Appliance Computer

-OR-
+ Connect the two machines using an Ethernet crossover cable.

. / Crossover Cable D

PlateSpin Forge Administrative
Appliance Computer

Launch the Forge ACC: open a browser and go to htt p: // <For ge_| P_addr ess>: 10000.
Log in using the f or geuser account, then click Configure Host.
Enter the new network parameters and click Apply.

Wait for the configuration process to complete and for the browser window to display the
Configuration Successful popup window.

If the configuration process returns a timeout error, ensure you have the Forge VM correctly
licensed with a single container license, then try again.

NOTE: The link in the popup window for the new Forge ACC address will not work until after you
connect the appliance to the new subnet.

Disconnect the computer from the appliance and connect the appliance to the new subnet.
The new IP address should now be valid.

Launch the Forge ACC and log in using the f or geuser account, click Configure Forge VM,
specify the required parameters, then click Apply.

Verify that the setting are correct, click Continue, and wait for the process to complete.

NOTE: If you configured the Forge VM to use DHCP, do the following after the relocation:

1. Determine the Forge VM'’s new IP address.
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Use the vSphere Client program to access the Forge VM and look it up in the VM’s
Windows interface. See “Accessing the Forge VM” on page 48

2. Use the new IP address to launch the PlateSpin Forge Web Interface, then refresh the
container. Click Settings > Containers > then click the Refresh icon +5.

12 Resume the paused replications.

3.5 Recovering the Forge Management VM to Factory
Defaults

To recover the Forge Management VM to factory defaults:

1 Pause all replication schedules and ensure that no replications are running:

1a In your PlateSpin Forge Web Interface, select all workloads, click Pause Schedule, then
click Execute.

1b Ensure that the status Paused is displayed for all the workloads.

1c Ensure that the Replication Status of each of the protected workloads is Idle. Wait for any
replications that are underway to complete, or abort the running operations.

2 (Optional) Export the workload contracts data if you want to use the same contracts after the VM
recovery to factory defaults:

2a Log in as an Administrator user to the Forge Management VM.

2b Open a Command Prompt and navigate to D: \ Program Fi | es\ Pl at eSpi n For ge
Server\ Pl at eSpi n For ge\ bi n\ | nport Export.

2c Enter
| nport Export Al I . bat /export "C: \tenp"

2d Copy the exported XML file to a location where it can be available for import after the VM
recovery.

3 Shut down the Forge Management VM. See “Starting and Shutting Down the Forge VM” on
page 49.

4 Launch the Forge Appliance Configuration Console (Forge ACC): open a web browser and go to
http://<Forge_| P_address>: 10000.

5 Log in using the f or geuser account, then click Recovery.

6 Review the Recover Your Forge Management VM advisory, then confirm by clicking Yes, start
the recovery process.

™% PlateSpin Fo

Home Host ForgeVM Leogs Recovery

Recover Your Forge Management VM

This recovery operation will recover your Forge Management VM to its original factory state. All settings and configuration data will be lost.

This operation may take up to 30 minutes to complete. Would you like to recover the Forge Management VI?

Cancel Yes, start the recovery process

Version® 1120221 Mon. Nov. 28, 2016, 10:23 MST Change Password | Log out
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7 Wait for the configuration process to complete and for the browser window to display the
Recovery Successful message.

8 Launch the Forge ACC and log in using the f or geuser account, click Configure Forge VM,
specify the required parameters, then click Apply.

9 Verify that the setting are correct, click Continue, and wait for the process to complete.

NOTE: If you configured the Forge VM to use DHCP, do the following after the recovery:

1. Determine the Forge VM’s new IP address (use the vSphere Client program to access the
Forge VM and look it up in the VM’s Windows interface. See “Accessing the Forge VM” on
page 48).

2. Use the new IP address to launch the PlateSpin Forge Web Interface and refresh the
container (click Settings > Containers > then click +s).

10 If you exported contracts in Step 2, import them to the recovered VM:
10a Log in as an Administrator user to the Forge Management VM.
10b Copy the exported XML file to C: \ t enp.

10c Open a Command Prompt and navigate to D: \ Program Fi | es\ Pl at eSpi n For ge
Server\ Pl at eSpi n For ge\ bi n\ | nport Export.

10d Enter
| nport Export Al I . bat /inport "C: \tenp"

10e After the import is complete, connect to the Forge Web Interface to confirm that the data is
intact.

11 Resume the paused replications.

In case of failure, call Micro Focus Customer Care and be prepared to provide the log files. Log files
required for troubleshooting the recovery process are:

¢ /var/log/forgel/forge-recovery. | og

¢ /var/log/forge/ I NSTALL_LOG | og

* /var/l og/ weasel .| og

¢ /vnfs/vol unes/ forgeSyst eml PLATESPI NFORGE_LOGS/ f or ge. | og

The contents of these log files should also be available through the Forge ACC interface.

™ PlateSpin

Home Host Forge VM Logs Recovery

Configure Host Cangal

Resetting the Forge Appliance to Factory Defaults

TIP: Depending on your Forge model, this process might take up to 45 minutes or longer.

To reset your Forge Appliance unit to its factory default state:

1 Disconnect all external/remote/shared storage systems from Forge (iISCSI, Fibre Channel, NFS).
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2 Disconnect all network cables from Forge.

WARNING: If you are performing a factory reset on multiple Forge appliances connected to the
same physical switch, skipping this step might cause IP address conflicts and result in failure.

3 Reboot the appliance host:
3a Log in to the hypervisor (VMware ESXi) either directly or by using iDRAC.
3b Press F2 to open the ESXi console.

IMPORTANT: You need to remember the factory reset IP address of the appliance shown
on this page. You need this address to log in to the Forge ACC and “relocate” the container
to a known, valid IP address. Use the procedure documented in “Physically Relocating the
Appliance” on page 50 to reset the IP properly.

3c Press F12 to shut down the ESXi console.
3d Log in with your administrator-level credentials.
3e Press F2 to shut down the VMware host, then power down the appliance.

3f If the Forge model does not have an optical media player, attach a CD/DVD player to the
Forge Appliance.

3g Boot from the Forge CD media and wait for the SYSLINUX menu to display.

4 Select the PlateSpin Forge Factory Reset option and press Enter. Ensure that you do this before
the default configuration is automatically applied. (about 10 seconds).

5 Wait for the Factory Reset process to complete.
If the reset process is successful, the VMware window should look similar to the following:

YMuare ESXi 5.5.0 (VMKernel Release Build 1746018)

Dell Inc. PouerEdge R620

2 x Intel(R) Xeon(R) CPU E5-2620 0 @ 2.00GHz
48 GiB Memory

Dounload tools to manage this host from:
http://forgell/

http://192.168.1.200/ (STATIC)

http://[fed0: re2db:55ff :fedl 85441/ (STATIC)

<F2> Custonize Systen/View Logs <F12> Shut Doun/Restart
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If the reset process fails, the console message should look similar to the following:

The Pl ateSpin Forge Installation has failed.

CAUSE OF FAI LURE:
- Unable to recover the Forge Managenent VM from backup
- The Forge Factory Reset FIRST_BOOT. SH script failed

Pl ease consult the systemlog file located at /vnfs/vol unes/ For geSyst eml PLATESPI NFORCGE_LOGS/
forge.log for details.

In case of failure:
+ Call Micro Focus Customer Care and be prepared to provide the log files. Log files required for
troubleshooting the reset process are:
* /var/log/forgel/forge-recovery. | og
¢ /var/log/forge/ | NSTALL_LOG | og
/var /| og/ weasel . | og
* /vnfs/vol unes/ f or geSyst eml PLATESPI NFORGE_LOGS/ f or ge. | og

*

The contents of these log files should also be available through the Forge ACC interface.

M PlateSpin

Home Host ForgeVM Logs Recovery

Configure Host Apply

+ Consider rebuilding Forge using a Field Rebuild Kit that you can obtain from PlateSpin Support.
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4.1

Up and Running

This section provides information about the essential features of PlateSpin Forge and its interface.

+ Section 4.1, “Accessing the PlateSpin Forge Web Interface,” on page 59

*

Section 4.2, “Elements of the PlateSpin Forge Web Interface,” on page 60
Section 4.3, “Workloads and Workload Commands,” on page 62

*

*

Section 4.4, “Managing Multiple Instances of PlateSpin Protect and PlateSpin Forge,” on
page 64

*

Section 4.5, “Generating Workload and Workload Protection Reports,” on page 67

Accessing the PlateSpin Forge Web Interface

To launch the PlateSpin Forge Web Interface:

1 Open a web browser and go to:
htt ps: // <hostname | IP_address>/For ge
Replace <hostname | IP_address> with the DNS hostname or the IP address of your Forge VM.
If SSL is not enabled, use ht t p in the URL.

2 Log in using the local Administrator user credentials for the Forge VM, or log in as an authorized
user.

For information about setting up additional users for PlateSpin, see “Configuring User
Authorization and Authentication” on page 24.
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4.2 Elements of the PlateSpin Forge Web Interface

The Dashboard page of the PlateSpin Forge Web Interface contains elements for navigating to
different functional areas of the interface and carrying out workload protection and recovery
operations.

Figure 4-1 The Default Dashboard Page of the PlateSpin Forge Web Interface

|l Dashboard  Workloads  Tasks  Reporls  Sedtings Abowl  Help

. & Prodacied
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Ko Tesks
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O VNS AT P w1 ppdetd aeamplecon  Add workload compleied Desals

LA K NN N NN X N N-N=|
; D TRNE BV FM VO Add workicad compleded [efais

I:_-J VRS &6 FM gzlas] Liodefd sapmple oom  Add warklead started 3

Third-Farty Lizeniss Apresmenis Friday, Jenuary 38, 24 5 B:42 PH - Pacific Stsndard Time:

The Dashboard page consists of the following elements:

1. Navigation bar: Found on most pages of the PlateSpin Forge Web Interface.

2. Visual Summary panel: Provides a high-level view of the overall state of the PlateSpin Forge
workload inventory,

3. Tasks and Events panel: Provides information about events and tasks requiring user attention.
The following topics provide more details:

+ Section 4.2.1, “Navigation Bar,” on page 61
+ Section 4.2.2, “Visual Summary Panel,” on page 61
¢ Section 4.2.3, “Tasks and Events Panel,” on page 62

NOTE: You can alter certain elements of the Web Interface to match your organization branding. For
more information, see “Rebranding the PlateSpin Forge Web Interface” on page 149.
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Navigation Bar

The Navigation bar provides the following links:

+ Dashboard: Displays the default Dashboard page.

+ Workloads: Displays the Workloads page. See “Workloads and Workload Commands” on
page 62.

+ Tasks: Displays the Tasks page, which lists items requiring user intervention.

+ Reports: Displays the Reports page. See “Generating Workload and Workload Protection
Reports” on page 67.

+ Settings: Displays the Settings page, which provides access to the following configuration
options:

*

*

*

Protection Tiers: See “Protection Tiers” on page 89.

Workload Tags: See “Using Tags to Help Sort Workloads” on page 36.

Permissions: See “Configuring User Authorization and Authentication” on page 24.
Notification Settings: “Setting Up Automatic Event Notifications by Email” on page 32.

Replication Reports Settings: “Setting Up Automatic Replication Reports by Email” on
page 34

SMTP: See “SMTP Configuration” on page 31.

Licenses: See “Activating Your Product License” on page 22.

Visual Summary Panel

The Visual Summary panel provides a the high-level protection status of inventoried workloads, the
status of each licensed workloads, a license usage summary, and the amount of available storage.

Protection Status

The overall protection status of inventoried workloads are represented by three categories:

+ Protected: Indicates the number of workloads under active protection.

+ Failed: Indicates the number of protected workloads that the system has rendered as failed
according to that workload’s Protection Tier.

+ Underprotected: Indicates the number of protected workloads that require user attention.

Workload Summary

The Workload Summary presents the health status of each licensed workload listed on the Workloads
page. The maximum number of workload status dot icons matches the number of installed workload
licenses on the PlateSpin Server. For an unlimited license, the summary displays 96 dot icons. Table
4-1 describes the different workload states represented by the dot icons.

The icons represent workloads in alphabetical order, according to the workload name. Mouse over a
dot icon to display the workload name, or click the icon to display the corresponding Workload Details

page.
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Table 4-1 Dot Icon Workload Representation

Protected # Unprotected
& Failed Unprotected — Error
Underprotected & Expired
® Unused

License Summary

The License Summary displays the number installed licenses, and the number of licenses currently
used by the workloads.

Storage

Storage provides information about the total amount of container storage space available to
PlateSpin Forge, and the amount of space that is currently in use.

Tasks and Events Panel

The Tasks and Events panel shows the most recent Tasks, the most recent Past Events, and the next
Upcoming Events.

Events are logged whenever something relevant to the system or to the workload occurs. For
example, an event could be the addition of a new protected workload, the replication of a workload
starting or failing, or the detection of the failure of a protected workload. Some events generate
automatic notifications by email if SMTP is configured. See “Configuring Automatic Email
Notifications of Events and Reports” on page 31.

Tasks are special commands that are tied to events that require user intervention. For example, upon
completion of a Test Failover command, the system generates an event associated with two tasks:
Mark Test as Success and Mark Test as Fai | ure. Clicking either task results in the Test Failover
operation being canceled and a corresponding event being written in the history. Another example is
the Ful | Repl i cati onFai | ed event, which is shown coupled with a St art Ful | task. You can view a
complete list of current tasks on the Tasks tab.

In the Tasks and Events panel on the dashboard, each category shows a maximum of three entries.
To see all tasks or to see past and upcoming events, click View All in the appropriate section.

Workloads and Workload Commands

The Workloads page displays a table with a row for each inventoried workload. Click a workload
name to display a Workload Details page for viewing or editing configurations relevant to the
workload and its state.
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Figure 4-2 The Workloads Page

Dashboard  Workloads Tasks  Feponls  S#bngs Aboul  Help

[l o) Ves N WWC1 i Custon
[ I:_‘.- wea [ wsesilapded eamplecam Custom Aclive Ll 132005 LIS PM 132005 200 FM 120305 1545 AW
Salact @ e pinc)

NOTE: All time stamps reflect the time zone of the Forge VM. This might be different from the time
zone of the protected workload or the time zone of the host on which you are running the PlateSpin
Forge Web Interface. A display of the server date and time appears at the bottom right of the client
window.

Workload Protection and Recovery Commands

Commands reflect the workflow of workload protection and recovery. To perform a command for a
workload, select the corresponding check box at the left. Applicable commands depend on the
current state of a workload.

Figure 4-3 Workload Commands
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Table 4-2 summarizes workload commands along with their functional descriptions.

Table 4-2 Workload Protection and Recovery Commands

Workload Command Description

Configure Starts the workload protection configuration with parameters applicable to an
inventoried workload.

Prepare Replication Installs required data transfer software on the source and creates a failover workload
(a virtual machine) on the target container in preparation for workload replication.
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Workload Command

Description

Run Replication

Starts replicating the workload according to specified parameters (full replication).

Run Incremental

Performs an incremental transfer of changed data from the source to the target
outside the workload protection contract.

Pause Schedule

Suspends the protection; all scheduled replications are skipped until the schedule is
resumed.

Resume Schedule

Resumes the protection according to saved protection settings.

Test Failover

Boots and configures the failover workload in an isolated environment within the
container for testing purposes.

Prepare for Failover

Boots the failover workload in preparation for a failover operation.

Run Failover

Boots and configures the failover workload, which takes over the business services of
a failed workload.

Cancel Failover

Aborts the failover process.

Failback

Following a failover operation, fails the failover workload back to its original
infrastructure or to a new infrastructure (virtual or physical).

Remove Workload

Removes a workload from the inventory.

Managing Multiple Instances of PlateSpin Protect
and PlateSpin Forge

PlateSpin Forge includes a Web-based client application, the Management Console, that provides
centralized access to multiple instances of PlateSpin Protect and PlateSpin Forge.

In a data center with more than one instance of PlateSpin Protect and PlateSpin Forge, you can
designate one of the instances as the manager and run the management console from there. Other
instances are added under the Manager, providing a single point of control and interaction.

*

*

*

Section 4.4.1, “Using the PlateSpin Forge Management Console,” on page 64
Section 4.4.2, “About PlateSpin Forge Management Console Cards,” on page 65
Section 4.4.3, “Adding Instances of PlateSpin Protect and PlateSpin Forge to the Management

Console,” on page 66

*

Section 4.4 4, “Managing Cards on the Management Console,” on page 66

Using the PlateSpin Forge Management Console

To begin using the Management Console:

1 Open a web browser on a machine that has access to your PlateSpin Forge instances and

navigate to:

htt ps: // <IP_address | hosthame>/ consol e

Replace <IP_address | hostname> with either the IP address or the DNS hostname of the Forge
VM that is designated as the Manager.

2 Log in with your user name and password.

The console’s default Dashboard page is displayed.
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Figure 4-4 The Management

Console’s Default Dashboard Page
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About PlateSpin Forge Management Console Cards

Individual instances of PlateSpin Protect and PlateSpin Forge, when added to the Management

Console, are represented by cards.

Figure 4-5 PlateSpin Forge Instance Card
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A card displays basic information about the specific instance of PlateSpin Protect and PlateSpin

Forge, such as:

*

IP address/hostname
+ Location

+ Version number

*

Workload count

*

Workload status

Up and Running
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+ Storage capacity
+ Remaining free space

Hyperlinks on each card allow you to navigate to that particular instance’s Workloads, Reports,
Settings, and Tasks pages. There are also hyperlinks that allow you to edit a card’s configuration or
remove a card from the display.

443 Adding Instances of PlateSpin Protect and PlateSpin Forge
to the Management Console

Adding a PlateSpin Protect or PlateSpin Forge instance to the Management Console results in a new
card on the Management Console’s dashboard.

NOTE: When you log in to the Management Console running on an instance of PlateSpin Protect or
PlateSpin Forge, that instance is not automatically added to the console. It must be manually added.

To add a PlateSpin Protect or PlateSpin Forge instance to the console:

1 On the console’s main dashboard, click Add PlateSpin Server.

7] Swtup Denplay Ieformation (aptoaal)

2 Specify the URL of the PlateSpin Server host or Forge VM. Use HTTPS if SSL is enabled.

3 (Optional) Enable the Use Management Console Credentials check box to use the same
credentials as those used by the console. When it is selected, the console automatically
populates the Domain\Username field.

4 In the Domain\Username field, type a domain name and a user name valid for the instance of
PlateSpin Protect or PlateSpin Forge that you are adding. In the Password field, type the
corresponding password.

5 (Optional) Specify a unique descriptive Display Name (up to 15 characters) for the PlateSpin
Server, its Location (up to 20 characters), and any Notes you might require (up to 400
characters).

6 Click Add.
A new card is added to the dashboard.

444 Managing Cards on the Management Console

To modify the details of a card on the Management Console:

1 Click the Edit hyperlink on the card that you want to edit.
The console’s Add/Edit page is displayed.
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2 Make any desired changes, then click Add/Save.

The updated console dashboard is displayed.
To remove a card from the Management Console:

1 Click the Remove hyperlink on the card you want to remove.
A confirmation prompt is displayed.

2 Click OK.
The individual card is removed from the dashboard.

Generating Workload and Workload Protection
Reports

PlateSpin Forge enables you to generate the following reports that provide analytical insight into your
workload protection contracts over time:

+ Workload Protection: Reports replication events for all workloads over a selectable time
window.

+ Replication History: Reports replication type, size, time, and transfer speed per selectable
workload over a selectable time window.

+ Replication Window: Reports the dynamics of full and incremental replications that can be
summarized by Average, Most Recent, Sum, and Peak perspectives.

+ Current Protection Status: Reports Target RPO, Actual RPO, Actual TTO, Actual RTO, Last
Test Failover, Last Replication, and Test Age statistics.

+ Events: Reports system events for all workloads over a selectable time window.
+ Scheduled Events: Reports only upcoming workload protection events.

Figure 4-6 Options for a Replication History Report
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To generate a report:

1 In your PlateSpin Forge Web Interface, click Reports.
A list of the report types is displayed.
2 Click the name of the required report type.
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Workload Protection and Recovery

PlateSpin Forge creates a replica of your production workload and regularly updates that replica
based on a schedule that you define.

The replica, or the failover workload, is a virtual machine managed by PlateSpin Forge that takes over
the business function of your production workload in case of a disruption at the production site.

+ Section 5.1, “Basic Workflow for Workload Protection and Recovery,” on page 69

+ Section 5.2, “Adding Containers (Protection Targets),” on page 70

+ Section 5.3, “Adding Workloads,” on page 72

+ Section 5.4, “Configuring Protection Details and Preparing the Replication,” on page 73

+ Section 5.5, “Starting the Workload Protection,” on page 76

+ Section 5.6, “Aborting Commands,” on page 77

+ Section 5.7, “Failover,” on page 77

+ Section 5.8, “Failback,” on page 79

¢ Section 5.9, “Reprotecting a Workload,” on page 83

5.1 Basic Workflow for Workload Protection and
Recovery

PlateSpin Forge defines the following workflow for workload protection and recovery:
1 Preparation: This step involves preparatory steps to ensure that your workloads, containers,
and environment meet the required criteria.
1a Ensure that PlateSpin Forge supports your workload.
See “Supported Configurations” on page 9.
1b Ensure that your workloads and VM containers meet access and network prerequisites.

See “Configuring Access and Communication Settings across your Protection Network” on
page 28.
1c (Linux only)
+ (Conditional) If you plan to protect a supported Linux workload that has a non-

standard, customized, or newer kernel, rebuild the PlateSpin bl kwat ch module, which
is required for block-level data replication.

See Knowledgebase Article 7005873 (https://www.netiq.com/support/kb/
doc.php?id=7005873).

+ (Recommended) Prepare LVM snapshots for block-level data transfer. Ensure that
each volume group has sufficient free space for LVM snapshots (at least 10% of the
sum of all partitions).

See Knowledgebase Article 7005872 (https://www.netiq.com/support/kb/
doc.php?id=7005872).
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+ (Optional) Prepare your f r eeze and t haw scripts to execute on your source workload
upon each replication.

See “Using Freeze and Thaw Scripts for Every Replication (Linux)” on page 92.
Inventory: This step involves adding workloads to the PlateSpin Server database.

Workloads that you want to protect and containers that host failover workloads must be properly
inventoried. You can add workloads and containers in any order; however, every protection
contract requires a defined workload and container that were inventoried by the PlateSpin
Server. See “Adding Containers (Protection Targets)” on page 70 and “Adding Workloads” on
page 72.

Definition of the protection contract: In this step, you define the details and specifications of a
protection contract and prepare the replication.

See “Configuring Protection Details and Preparing the Replication” on page 73.

Initiating the Protection: This step commences the protection contract according to your
requirements.

See “Starting the Workload Protection” on page 76.

Optional Steps in the Protection Lifecycle: These steps are outside the automated replication
schedule but are often useful in different situations or might be dictated by your business
continuity strategy.

+ Manual incremental. You can run an incremental replication manually, outside the workload
protection contract, by clicking Run Incremental.

+ Testing. You can test failover functionality in a controlled manner and environment. See
Using the Test Failover Feature.

Failover: This step carries out a failover of your protected workload to its replica running in your
appliance host. See “Failover” on page 77.

Failback: This step corresponds to the business resumption phase after you have addressed
any problems with your production workload. See “Failback” on page 79.

Reprotection: This step enables you to redefine the original protection contract for your
workload. See “Reprotecting a Workload” on page 83

Most of these steps are represented by workload commands on the Workloads page. See
“Workloads and Workload Commands” on page 62.

A Reprotect command becomes available following a successful Failback operation.

Adding Containers (Protection Targets)

A container is a protection infrastructure that acts as the host of a protected workload’s regularly-
updated replica. That infrastructure can be either a VMware ESX Server or a VMware DRS Cluster.
PlateSpin Forge resides in a protection container on the appliance. You can define only Failback that
reside on a target VM infrastructures.

To be able to protect a workload, you must have a a workload and a container inventoried by (or
added to) the PlateSpin Server.
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To add a container:

1 In your PlateSpin Forge Web Interface, click Settings > Containers > Add Container.
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2 Specify the following parameters:
+ Type: Select the type of the container:
+ VMware ESX Server
¢ VMware DRS Cluster
Ensure that the VM container is supported. See “Supported VM Containers” on page 13.
+ Hostname or IP: Type the container’'s hostname or IP address.

+ vCenter Hostname or IP: (DRS clusters only) Type the vCenter server’s hostname or IP
address.

+ Cluster Name: (DRS clusters only) Type the name of the required DRS cluster.
When you attempt to add or refresh a DRS cluster, the underlying discovery operation might
fail if:
+ A cluster contains no ESX hosts.

+ Acluster name is not unique across the vCenter server (even if it has a unique
inventory path).

+ None of the cluster members are accessible (for example, because the vCenter server
is in maintenance mode).

+ Username/Password: Provide administrator-level credentials for accessing the target host.
See “Guidelines for Workload and Container Credentials” on page 86.

+ Purpose: (VM containers only) Select the required purpose for the VM container:
¢ Failback
PlateSpin Forge allows you to add containers only for Failback operations.
3 Click Add.
PlateSpin Forge reloads the Containers page and displays a process indicator for the container
being added %.#. On completion, the process indicator icon turns into a Refresh icon +s.

To refresh a container:

1 Click the Refresh icon +4+ next to the container you want to refresh.

This performs a re-inventory of the container.
To remove a container:

1 Click Remove next the container that you want to remove.
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5.3 Adding Workloads

A workload, the basic object of protection in a data store, is an operating system, along with its
middleware and data, decoupled from the underlying physical or virtual infrastructure.

To protect a workload, you must have a workload and a container inventoried by (or added to) the
PlateSpin Server.

To add a workload:

1 Follow the required preparatory steps.

See Step 1 in “Basic Workflow for Workload Protection and Recovery” on page 69.
2 On the Dashboard or Workloads page, click Add Workload.

The PlateSpin Forge Web Interface displays the Add Workload page.

Tasks Feporls  Seltegs Abowl  Help

Hostneme or P 099123170
Workload Type: Wik
= Lnux

Caeantiala: User Hame

roat

Priswera

LITEITTITR R LT

“yTeslng

Workload Commands

3 Specify the required workload details:

+ Workload Settings: Specify your workload’s hostname or IP address, the operating
system, and administrator-level credentials.

Use the required credential format. See “Guidelines for Workload and Container
Credentials” on page 86.

To ensure that PlateSpin Forge can access the workload, click Test Credentials.
4 Click Add Workload.
PlateSpin Forge reloads the Workloads page and displays a process indicator for the workload

being added %..#. Wait for the process to complete. Upon completion, a Workload Added event is
shown on the Dashboard, and the new workload becomes available on the Workloads page.

5 (Conditional) If you haven’t added a container yet for use with this workload, add one to prepare
for protecting the workload. See “Adding Containers (Protection Targets)” on page 70.

6 Continue with “Configuring Protection Details and Preparing the Replication” on page 73.
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5.4 Configuring Protection Details and Preparing the
Replication

Protection details control the workload protection and recovery settings and behavior over the entire
life cycle of a workload under protection. At each phase of the protection and recovery workflow (Add-
inventory, initial and ongoing Replications, Failover, Failback, and Reprotect), relevant settings are
read from the protection details. See “Basic Workflow for Workload Protection and Recovery” on
page 69. This collection of currently-active settings pertaining to the complete lifecycle of a
workload’s protection is referred to as the workload’s protection contract.

To configure your workload’s protection details:

1 Add a workload. See “Adding Workloads” on page 72.

2 Add a container. See “Adding Containers (Protection Targets)” on page 70.

3 On the Workloads page, select the required workload and click Configure.
Alternatively, you can click the name of the workload.

NOTE: If the PlateSpin Forge inventory does not have a container yet, the system prompts you
to add one; do so by clicking Add Container at the bottom.

4 Select an Initial Replication Method. This indicates whether you want volume data transferred
entirely from your workload to the failover VM or synchronized with volumes on an existing VM.
See “Initial Replication Method (Full and Incremental)” on page 91.

5 Configure the protection details in each set of settings as dictated by your business continuity
needs. See “Workload Protection Details” on page 73.

6 Correct any validation errors, if displayed by the PlateSpin Forge Web Interface.
7 Click Save.

Alternately, click Save & Prepare. This saves the settings and simultaneously executes the
Prepare Replication command (installing data transfer drivers on the source workload if
necessary and creating the initial VM replica of your workload).

Wait for the process to complete. Upon completion, a Workload configuration completed event
is shown on the Dashboard.

541 Workload Protection Details

Workload protection details are represented by five sets of parameters, as described in Table 5-1:
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You can expand or collapse each parameter set by clicking the [z icon at the left.

Table 5-1 Workload Protection Details

Parameter Settings

Details

Tier Settings

Protection Tier

Specify the Protection Tier that the current protection uses. See
“Protection Tiers” on page 89.

Replication Settings

Transfer Method

(Windows) Select a file-based or block-based data transfer mechanism.
For information about block-level replication with or without block-based
components, see “Data Transfer” on page 86.

To enable encryption, select the Encrypt Data Transfer option. See “Data
Encryption” on page 88.

Transfer Encryption

(Linux) To enable encryption, select the Encrypt Data Transfer option.
See “Data Encryption” on page 88.

Source Credentials

Specify the credentials required for accessing the workload. See
“Guidelines for Workload and Container Credentials” on page 86.

CPU

(VM containers using VMware 5.1, 5.5, and 6.0 with a minimum VM
hardware Level 8) Specify the number of sockets and the number of cores
per socket for the failover workload. It automatically calculates the total
cores. This parameter applies on the initial setup of a workload with an
initial replication setting of Full.

NOTE: The maximum number of cores the workload can use is subject to
external factors such as the guest operating system, the VM hardware
version, VMware licensing for the ESXi host, and ESXi host compute
maximums for vSphere (see vSphere 5.1 Configuration Maximums (http://
www.vmware.com/pdf/vsphere5/r51/vsphere-51-configuration-
maximums.pdf)).

Some distributions of a guest OS might not honor the cores and cores per
socket configuration. For example, guest OSes using SLES 10 SP4 and
OES 2 SP3 retain their original cores and sockets settings as installed,
whereas other SLES, RHEL, and OES distributions honor the
configuration.

Number of CPUs

(VM containers using VMware 4.1) Specify the required number of vCPUs
(virtual CPUs) to assign to the failover workload. This parameter applies
on the initial setup of a workload with an initial replication setting of Full.
Each vCPU is presented to the guest OS on the VM container as a single
core, single socket.

Replication Network

Separate replication traffic based on virtual networks defined on your
appliance host. See “Networking” on page 96.

For this setting, you can also specify an MTU value to be used by the
PlateSpin Forge Linux RAM Disk (LRD) replication network. Setting the
value can help avoid jabber over networks (for example, a VPN) that have
a smaller MTU value. The default value is empty string (nothing listed in
the text box). When networking is configured in the LRD, this allows the
network device to set its own default (which is usually 1500). If you enter a
value, PlateSpin Forge adjusts the MTU while configuring the network
interface.
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Parameter Settings

Details

Allowed Networks

Specify one or more network interfaces (NIC or IP address) on the source
to use for replication traffic.

Resource Pool for Target VM

(VM container is part of a DRS Cluster) Specify the Resource Pool
location where the failover VM is to be created.

VM Folder for Target VM

(VM container is part of a DRS Cluster) Specify the VM folder location
where the failover VM is to be created.

Configuration File Datastore

Select a datastore associated with your appliance host for storing VM
configuration files. See “Recovery Points” on page 90.

Protected Volumes

Select volumes for protection and to assign their replicas to specific
datastores on your appliance host.

Thin Disk

Select to enable the thin-provisioned virtual disk feature, whereby a virtual
disk appears to the VM to have a set size, but only consumes the amount
of disk space that is actually required by data on that disk.

Protected Logical Volumes

(Linux) Specify one or more LVM logical volumes to be protected for a

Linux workload or the NSS Pools on an Open Enterprise Server workload.

Non-volume Storage

(Linux) Specify a storage area (such as a swap partition) that is associated
with the source workload. This storage is re-created in the failover
workload.

Volume Groups

(Linux) Specify the LVM volume groups to be protected with the LVM
logical volumes listed in the Protected Logical Volumes section of the
settings.

Services/Daemons to Stop During
Replication:

Select Windows services or Linux daemons that are automatically stopped
during the replication. See “Service and Daemon Control” on page 92.

Failover Settings

VM Memory

Specify the amount of memory allocated to the failover workload.

Hostname and Domain/Workgroup
affiliation

Specify the identity and domain/workgroup affiliation of the failover
workload when it is live. For domain affiliation, domain administrator
credentials are required.

Network Connections

Specify the LAN settings of the failover workload. See “Networking” on
page 96.

DNS Servers

Specify the IP address of the primary DNS server and an alternative DNS
(optional).

Services/Daemon States to
Change

Specify the startup state of specific application services (Windows) or
daemons (Linux) See “Service and Daemon Control” on page 92.

Prepare for Failover Settings

Temporary Failover Network

Specify the temporary LAN settings of the failover workload during the
optional Prepare for Failover operation. See “Networking” on page 96.

Test Failover Settings

VM Memory Assign the required RAM to the temporary workload.
Hostname Assign a hostname to the temporary workload.
Domain/Workgroup Affiliate the temporary workload with a domain or a workgroup. For domain

affiliation, domain administrator credentials are required.
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Parameter Settings Details

Network Connections Specify the LAN settings of the temporary workload. See “Networking” on
page 96.

DNS Servers Specify the IP address of the primary DNS server and an alternative DNS
(optional).

Service/Daemon States to Change Specify the startup state of specific application services (Windows) or
daemons (Linux). See “Service and Daemon Control” on page 92.

Tags

Tag (Optional) Assign a tag to this workload. See “Using Tags to Help Sort
Workloads” on page 36.

Starting the Workload Protection

Workload protection is started by the Run Replication command:
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You can execute the Run Replication command after:

+ Adding a workload.
+ Configuring the workload’s protection details.
+ Preparing the initial replication.

When you are ready to proceed:

1 On the Workloads page, select the required workload, then click Run Replication.
2 Click Execute.

PlateSpin Forge starts the execution and displays a process indicator for the Copy data step %.4.

NOTE: After a workload has been protected:

+ Changing the size of a volume that is under block-level protection invalidates the protection. The
appropriate procedure is to

1. Remove the workload from protection.
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2. Resize the volumes as required.

3. Re-establish the protection by re-adding the workload, configuring its protection details, and
starting replications.

+ Any significant modification of the protected workload requires that the protection be re-
established. Examples include adding volumes or network cards to the workload under
protection.

5.6 Aborting Commands

You can abort a command after executing it and while it is underway, on the Command Details page
of that particular command.

To access the Command Details page of any command that is underway:

1 Go to the Workloads page.

2 Locate the required workload and click the link representing the command currently executing on
that workload, such as Running Incremental.

The PlateSpin Forge Web Interface displays the appropriate Command Details page:

‘Workload Comimands

Ahot Confhgeare [ Pairst Schedule

3 Click Abort.

5.7 Failover

In a failover operation, the failover workload within a PlateSpin Forge VM container takes over the
business function of a failed production workload.

¢ Section 5.7.1, “Detecting Offline Workloads,” on page 77

+ Section 5.7.2, “Performing a Failover,” on page 78
¢ Section 5.7.3, “Using the Test Failover Feature,” on page 78

5.7.1 Detecting Offline Workloads

PlateSpin Forge constantly monitors your protected workloads. If an attempt to monitor a workload
fails for a predefined number of times, PlateSpin Forge generates a Workload is offline event.
Criteria that determine and log a workload failure are part of a workload protection’s Tier settings. See
“Tier Settings” row in “Workload Protection Details” on page 73.

If notifications are configured along with SMTP settings, PlateSpin Forge simultaneously sends a
notification email to the specified recipients. See “Configuring Automatic Email Notifications of Events
and Reports” on page 31.

If a workload failure is detected while the status of the replication is Idle, you can proceed to the Run
Failover command. If a workload fails while an incremental is underway, the job stalls. In this case,
abort the command (see “Aborting Commands” on page 77), and then proceed to the Run Failover
command. See “Performing a Failover” on page 78.
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5.7.2

5.7.3

Figure 5-1 shows the PlateSpin Forge Web Interface’s Dashboard page upon detecting a workload
failure. Note the applicable tasks in the Tasks and Events pane:

Figure 5-1 The Dashboard Page upon Workload Failure Detection (‘Workload Offline’)
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Performing a Failover

Failover settings, including the failover workload’s network identity and LAN settings, are saved
together with the workload’s protection details at configuration time. See “Failover Settings” in
“Workload Protection Details” on page 73.

You can use the following methods to perform a failover:

+ Select the required workload on the Workloads page and click Run Failover.

¢ Click the corresponding command hyperlink of the Workload is offline event in the Tasks and
Events pane. See Figure 5-1.

+ Run a Prepare for Failover command to boot the failover VM ahead of time You still have the
option to cancel the failover (useful in staged failovers).

Use one of these methods to start the failover process and select a recovery point to apply to the
failover workload (see “Recovery Points” on page 90). Click Execute and monitor the progress. Upon
completion, the replication status of the workload should indicate Live.

For testing the failover workload or testing the failover process as part of a planned disaster recovery
exercise, see “Using the Test Failover Feature” on page 78.

Using the Test Failover Feature

PlateSpin Forge provides you with the capability to test the failover functionality and the integrity of
the failover workload. This is done by using the Test Failover command, which boots the failover
workload in an isolated networking environment for testing the functionality of the failover and
verifying the integrity of the failover workload.

When you execute the command, PlateSpin Forge applies the Test Failover Settings, as saved in the
workload protection details, to the failover workload. See “Test Failover Settings” in “Workload
Protection Details” on page 73.

To use the Test Failover feature:
1 Define an appropriate time window for testing and ensure that there are no replications

underway. The replication status of the workload must be Idle.

2 Onthe Workloads page, select the required workload, click Test Failover, select a recovery point
(see “Recovery Points” on page 90), and the click Execute.

Upon completion, PlateSpin Forge generates a corresponding event and a task with a set of
applicable commands:
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3 Verify the integrity and business functionality of the failover workload. Use the VMware vSphere
Client to access the failover workload in the appliance host

See “Downloading and Installing the vSphere Client Program” on page 48.

4 Mark the test as a failure or a success. Use the corresponding commands in the task (Mark Test
Failure, Mark Test Success). The selected action is saved in the history of events associated
with the workload and is retrievable by reports. Dismiss Task discards the task and the event.

Upon completion of the Mark Test Failure or Mark Test Success tasks, PlateSpin Forge discards
temporary settings that were applied to the failover workload, and the protection returns to its
pre-test state.

5.8 Failback

A failback operation restores the business function of a failed production workload in its original
environment when the business function of a temporary failover workload is no longer required.
Failback is the next logical step after a failover; it transfers the failover workload to its original
infrastructure or, if necessary, a new one.

Supported failback methods depends on the target infrastructure type and the degree of automation
of the failback process:

+ Automated Failback to a Virtual Machine: Supported for VMware ESX platforms and VMware
DRS Clusters.

+ Semi-Automated Failback to a Physical Machine: Supported for all physical machines.
+ Semi-Automated Failback to a Virtual Machine: Supported for Microsoft Hyper-V platforms.

The following topics provide more information:
+ Section 5.8.1, “Automated Failback to a VM Platform,” on page 79
+ Section 5.8.2, “Semi-Automated Failback to a Physical Machine,” on page 82

+ Section 5.8.3, “Semi-Automated Failback to a Virtual Machine,” on page 82

5.8.1 Automated Failback to a VM Platform

PlateSpin Forge supports automated failback for Failback containers on a supported VMware ESXi
Server or a VMware DRS Cluster. See “Supported VM Containers” on page 13.

To execute an automated failback of a failover workload to a target VMware container:

1 Following a failover, select the workload on the Workloads page and click Failback.
The system prompts you to make the following selections
2 Specify the following sets of parameters:

+ Workload Settings: Specify the failover workload’s hostname or IP address and provide
administrator-level credentials. Use the required credential format. See “Guidelines for
Workload and Container Credentials” on page 86.
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+ Failback Target Settings: Specify the following parameters:

+ Replication Method: Select the scope of data replication. If you select Incremental,
you must Prepare a target. See “Initial Replication Method (Full and Incremental)” on
page 91.

+ Target Type: Select Virtual Target. If you don’t yet have a failback container, click Add
Container and inventory a supported container.

3 Click Save and Prepare and monitor the progress on the Command Details screen.

Upon successful completion, PlateSpin Forge loads the Ready for Failback screen, prompting
you to specify the details of the failback operation.

4 Configure the failback details. See “Failback Details (Workload to VM)” on page 80.

5 Click Save and Failback and monitor the progress on the Command Details page. See Figure 5-
2.

PlateSpin Forge executes the command. If you selected Reprotect after Failback in the Post-
Failback parameter set, a Reprotect command is shown in the PlateSpin Forge Web Interface.

Figure 5-2 Failback Command Details
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Failback Details (Workload to VM)

Failback details are represented by three sets of parameters that you configure when you are
performing a workload failback operation to a virtual machine. See Table 5-2 for information about
parameter settings.

Table 5-2 Failback Details (Workload to VM)

Parameter Settings Details

Failback Settings
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Parameter Settings

Details

Transfer Method

Select a data transfer mechanism and security through encryption. See
“Data Transfer” on page 86.

Failback Network

Specify the network to use for failback traffic. This is a dedicated network
based on virtual networks defined on your appliance host. See
“Networking” on page 96.

VM Datastore

Select a datastore associated with your failback container for the target
workload.

Volume Mapping

If the initial replication method is specified as “incremental”, select source
volumes and map to volumes on the failback target for synchronization.

Services/Daemons to stop

Specify the application services (Windows) or daemons (Linux) that are
automatically stopped during the failback. See “Service and Daemon
Control” on page 92.

Alternative Address for Source

Specify an additional IP address for the failed-over VM if applicable. See
“Protection Across Public and Private Networks Through NAT” on
page 30.

Workload Settings

CPU

(VM containers using VMware 5.1, 5.5, and 6.0 with a minimum VM
hardware Level 8) Specify the number of sockets and the number of cores
per socket for the failback to virtual workload. It automatically calculates
the total cores. This parameter applies on the initial setup of a workload
with an initial replication setting of Full.

NOTE: The maximum number of cores the workload can use is subject to
external factors such as the guest operating system, the VM hardware
version, VMware licensing for the ESXi host, and ESXi host compute
maximums for vSphere (see vSphere 5.1 Configuration Maximums (http://
www.vmware.com/pdf/vsphere5/r51/vsphere-51-configuration-
maximums.pdf)).

Some distributions of a guest OS might not honor the cores and cores per
socket configuration. For example, guest OSes using SLES 10 SP4 and
OES 2 SP3 retain their original cores and sockets settings as installed,
whereas other SLES, RHEL, and OES distributions honor the
configuration.

Number of CPUs

(VM containers using VMware 4.1) Specify the required number of vCPUs
(virtual CPUs) to assign to the failback to virtual workload. This parameter
applies on the initial setup of a workload with an initial replication setting of
Full. Each vCPU is presented to the guest OS on the VM container as a
single core, single socket.

VM Memory

Assign the required RAM to the target workload.

Hostname, Domain/Workgroup

Specify the identity and domain/workgroup affiliation of the target
workload. For domain affiliation, domain administrator credentials are
required.

Network Connections

Specify the network mapping of the target workload based on the virtual
networks of the underlying VM container.

Service States to Change

Specify the startup state of specific application services (Windows) or
daemons (Linux). See “Service and Daemon Control” on page 92.

Post-Failback Settings
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5.8.2

5.8.3

Parameter Settings Details

Reprotect Workload Select this option if you plan to re-create the protection contract for the

target workload after deployment. This option maintains a continuous
event history for the workload and auto-assigns/designates a workload
license.

Reprotect after Failback Select this option if you intend to re-create a protection contract for the

target workload. When the failback is complete, a Reprotect command
will be available in the PlateSpin Forge Web Interface for the failed-back
workload.

No reprotect Select this option if you do not intend to re-create a protection contract for

the target workload. To protect the failed-back workload upon completion,
you will have to re-inventory that workload and reconfigure its protection
details.

Semi-Automated Failback to a Physical Machine

Use these steps to fail a workload back to a physical machine after a failover. The physical machine
might be either the original infrastructure or a new one.

1

Register the required physical machine with your PlateSpin Server. See “Failback to Physical
Machines” on page 96.

If there are missing or incompatible drivers, upload the required drivers to the PlateSpin Forge
device driver database. See “Managing Device Drivers” on page 105.

3 Following a failover, select the workload on the Workloads page and click Failback.

4 Specify the following sets of parameters:

+ Workload Settings: Specify the failover workload’s hostname or IP address and provide
administrator-level credentials. Use the required credential format (see “Guidelines for
Workload and Container Credentials” on page 86.

+ Failback Target Settings: Specify the following parameters:
+ Replication Method: Select the scope of data replication.
See “Initial Replication Method (Full and Incremental)” on page 91.

¢ Target Type: Select the Physical Target option and then select the physical machine
you registered in Step 1.

Click Save and Prepare and monitor the progress on the Command Details screen.

Upon successful completion, PlateSpin Forge loads the Ready for Failback screen, prompting
you to specify the details of the failback operation.

Configure the failback details, then click Save and Failback.
Monitor the progress on the Command Details screen.

Semi-Automated Failback to a Virtual Machine

This failback type follows a process similar to the Semi-Automated Failback to a Physical Machine for
a VM target other than a natively-supported VMware container. During this process, you direct the
system to regard a VM target as a physical machine.

You can do a semi-automated failback to a container, for which there is fully-automated failback
support (VMware ESX and DRS Cluster targets).
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You can also do a semi-automated failback for target VM platforms on Microsoft Hyper-V Server 2012
hosts.

To start the Hyper-V VMs on failover:

1 In a text editor, modify each Hyper-V host’s / et c/ viar e/ conf i g file by adding the following
line:
vhv. al |l ow = "TRUE"

2 In the vSphere Web Client, modify the failover VM Settings for the CPU:
2a Under the Virtual Hardware tab, select CPU.
2b In Hardware virtualization, select Expose hardware assisted virtualization to guest OS.
3 In the vSphere Web Client, modify the failover VM Settings for the CPU ID:
3a Under the VM Options tab, expand Advanced, then select Edit configuration parameters.
3b Verify the following setting:

hypervi sor. cpuid.v0 = FALSE

5.9 Reprotecting a Workload

A Reprotect operation, the next logical step after a Failback, completes the workload protection
lifecycle and starts it anew. Following a successful Failback operation, a Reprotect command
becomes available in the PlateSpin Forge Web Interface, and the system applies the same protection
details as those indicated during the initial configuration of the protection contract.

NOTE: The Reprotect command becomes available only if you selected the Reprotect option in the
Failback details. See “Failback” on page 79.

The rest of the workflow covering the protection lifecycle is the same as that in normal workload
protection operations; you can repeat it as many times as required.
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6 Essentials of Workload Protection

6.1

This section provides information about the different functional areas of a workload protection
contract.

+ Section 6.1, “Workload License Consumption,” on page 85

+ Section 6.2, “Guidelines for Workload and Container Credentials,” on page 86

¢ Section 6.3, “Data Transfer,” on page 86

+ Section 6.4, “Protection Tiers,” on page 89

+ Section 6.5, “Recovery Points,” on page 90

+ Section 6.6, “Initial Replication Method (Full and Incremental),” on page 91

+ Section 6.7, “Service and Daemon Control,” on page 92

+ Section 6.8, “Using Freeze and Thaw Scripts for Every Replication (Linux),” on page 92

+ Section 6.9, “Volumes Storage,” on page 93

+ Section 6.10, “Networking,” on page 96

¢ Section 6.11, “Failback to Physical Machines,” on page 96

¢ Section 6.12, “Protecting Windows Clusters,” on page 99

Workload License Consumption

Your PlateSpin Forge product license entitles you to a specific or unlimited number of workloads for
protection through workload licensing. Every time you add a workload for protection, the system

consumes a single workload license from your license pool. On the Dashboard page of the PlateSpin

Forge Web Interface, the License Summary displays the number installed licenses, and the current

number of consumed licenses. You can recover a consumed license, if you remove a workload, up to

a maximum of five times.

For information about product licensing and license activation, see “Activating Your Product License”

on page 22.
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6.2

6.3

Guidelines for Workload and Container

Credentials

PlateSpin Forge must have administrator-level access to workloads and appropriate role
configuration for containers. Throughout the workload protection and recovery workflow, PlateSpin
Forge prompts you to specify credentials that must be provided in a specific format.

Table 6-1 Workload Credentials

To Discover

Credentials

Remarks

All Windows workloads

Local or domain administrator
credentials.

For the user name, use this format:
¢ For domain member
machines: authority\principal

* For workgroup member
machines: hostname\principal

Windows Clusters

Domain administrator credentials

All Linux workloads

Root-level user name and
password

Non-root accounts must be properly
configured to use sudo. See
Knowledgebase Article 7920711
(https://www.netiq.com/support/kb/
doc.php?id=7920711).

VMware ESX/ESXi 4.1; ESXi 5.0,
ESXi 5.1, ESXi 5.5

VMware account with an
appropriate role configuration.

If ESX is configured for Windows
domain authentication, you can
also use your Windows domain
credentials.

VMware vCenter Server

VMware account with an
appropriate role configuration.

Data Transfer

The following topics provide information about the mechanisms and options of data transfer from your

workloads to their replicas.

+ Section 6.3.1, “Transfer Methods,” on page 87

+ Section 6.3.2, “Data Encryption,” on page 88

+ Section 6.3.3, “Modifying the Location of the Volume Snapshots Directory for Windows

Workloads,” on page 88

¢ Section 6.3.4, “Excluding or Including Files in Block Transfers for Incremental Replications,” on

page 88
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6.3.1

Transfer Methods

A transfer method describes the way data is replicated from a source workload to a target workload.
PlateSpin Forge provides different data transfer capabilities, which depend on the protected
workload’s operating system.

+ “Transfer Methods Supported for Windows Workloads” on page 87
+ “Transfer Methods Supported for Linux Workloads” on page 87

Transfer Methods Supported for Windows Workloads

For Windows workloads, PlateSpin Forge provides mechanisms to transfer workload volume data at
either block level or file level.

J Windows File-level Replication: (Windows only) Data is replicated on a file-by-file basis.

O Windows Block-Level Replication: Data is replicated at a volume’s block level. For this
transfer method, PlateSpin Forge provides two mechanisms that differ by their continuity impact
and performance. You can toggle between these mechanisms as required.

+ Replication using the Block-Based Component: This option uses a dedicated software
component for block-level data transfer. It leverages the Microsoft Volume Snapshot
Service (VSS) and the applications and services that support VSS. The installation of the
component on your protected workload is automatic.

NOTE: Installation and uninstallation of the block-based component requires a reboot of
your protected workload. No reboot is required when you are protecting Windows clusters
with block-level data transfer. When you configure the workload protection details, you can
opt to install the component at a later time, deferring the required reboot until the time of the
first replication.

+ Replication without the Block-Based Component: This option uses an internal
‘hashing’ mechanism in combination with Microsoft VSS to track changes on the protected
volumes. The replication compares each block on the disk and copies only changes.

This option requires no reboot, but its performance is inferior to that of the block-based
component.

Transfer Methods Supported for Linux Workloads

For Linux workloads, PlateSpin Forge provides a mechanism to transfer workload volume data at
block level only. Data transfer is powered by a block-level data transfer component that leverages
LVM snapshots if available (this is the default and recommended option). See Knowledgebase Article
7005872 (https://www.netiq.com/support/kb/doc.php?id=7005872).

The Linux block-based component included in your PlateSpin Forge distribution is precompiled for
the standard, non-debug kernels of the supported Linux distributions. If you have a non-standard,
customized, or newer kernel, you can rebuild the block-based component for your specific kernel.
See Knowledgebase Article 7005873 (https://www.netiq.com/support/kb/doc.php?id=7005873).

Deployment or removal of the component is transparent, has no continuity impact, and requires no
intervention and no reboot.
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6.3.2

6.3.3

6.3.4

Data Encryption

Transfer encryption makes the transfer of your workload data more secure during workload
replication. When encryption is enabled, over-the-network data transfer from the source to the target
is encrypted by using AES (Advanced Encryption Standard).

NOTE: Data encryption has a performance impact and might significantly slow down the data transfer
rate by up to 30%.

You can enable or disable encryption individually for each workload by selecting the Encrypt Data
Transfer option. See “Workload Protection Details” on page 73.

Modifying the Location of the Volume Snapshots Directory
for Windows Workloads

The PlateSpin Server saves volume snapshots in the following directory by default:
\ Pr ogr anDat a\ Pl at eSpi n\ Vol ume Snapshot s
You might need to modify the path:
+ If the current drive for the path does not have sufficient space available for the Windows

workload snapshots

+ If you want to move the location in order to more easily exclude the path from your backup list

You can use the PlateSpin Server global parameter VssSnapshot Mount Pat h on the PlateSpin Server
Configuration page to specify a custom path on the server where you want to store the snapshots. If
the parameter's value is empty, the path will remain at the default.

To specify a custom path for the volume snapshot directory on Windows:

1 Go to the PlateSpin Server Configuration page at
https://<platespin-server-ip-address>/PlatespinConfiguration
2 Search for VssSnapshot Mount Pat h, then click Edit.

3 In the Value field, specify the full path of the directory on the PlateSpin Server where you want to
store volume snapshots for Windows workloads. For example:

G \ Pl at eSpi n\ Vol unme Snapshot s
4 Click Save.

Excluding or Including Files in Block Transfers for
Incremental Replications

PlateSpin Forge excludes and includes some files by default in the data transfer for a block-based
incremental replication. The Block Based Volume Server Exclude and Include lists can accept new
files in the lists, in addition to the default files. You can add a new list by using the following global

parameters on the Platespin Server Configuration page:

Bl ockBasedTr ansf er Excl udeFi | eLi st
Bl ockBasedTr ansf er | ncl udeFi | eLi st
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To specify a file that must always be transferred during incremental, block-based replications:

1 Go to the PlateSpin Server Configuration page at
https://<platespin-server-ip-address>/PlatespinConfiguration

2 Search for Bl ockBasedTr ansf er | ncl udeFi | eLi st, then click Edit.

3 In the Value field, add the file name to the list.

4 Click Save.

To specify a file that must always be excluded during incremental, block-based replications:

1 Go to the PlateSpin Server Configuration page at
https://<platespin-server-ip-address>/PlatespinConfiguration

2 Search for Bl ockBasedTr ansf er Excl udeFi | eLi st , then click Edit.

3 In the Value field, add the file name to the list.

4 Click Save.

Protection Tiers

A Protection Tier is a custom collection of workload protection parameters that define the following:

+ The frequency and recurrence pattern of replications

*

Whether to encrypt data transmission

*

Whether and how to apply data compression

*

Whether to throttle available bandwidth to a specified throughput rate during data transfer
+ Criteria for the system to consider a workload as offline (failed)

A Protection Tier is an integral part of every workload protection contract. During the configuration
stage of a workload protection contract, you can select one of several built-in Protection Tiers and
customize its attributes as required by that specific protection contract.

To create custom Protection Tiers in advance:

1 In your PlateSpin Forge Web Interface, click Settings > Protection Tiers > Create Protection
Tier.

2 Specify the parameters for the new Protection Tier:

Parameter Action
Name Type the name you want to use for the tier.
Incremental Recurrence Specify the frequency of incremental replications and the incremental

recurrence pattern. You can type directly in the Start of recurrence field, or
click the calendar icon to select a date. Select None as the Recurrence
Pattern to never use incremental replication.

Full Recurrence Specify the frequency of full replications and the full recurrence pattern.
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Parameter Action

Blackout Window Use these settings to force a replication blackout (for suspending
scheduled replications during peak utilization hours or to prevent conflicts
between VSS-aware software and the PlateSpin VSS block-level data
transfer component).

To specify a blackout window, click Edit, then select a blackout recurrence
pattern (daily, weekly, etc.), and the blackout period’s start and end times.

NOTE: The blackout start and end times are based on the system clock on
your PlateSpin Server.

Compression Level These settings control whether and how workload data is compressed
before transmission. See “Data Compression” on page 18.

Select one of the available options. Fast consumes the least CPU
resources on the source but yields a lower compression ratio, Maximum
consumes the most, but yields a higher compression ratio. Optimal, the
middle ground, is the recommended option.

Bandwidth Throttling These settings control bandwidth throttling. See “Bandwidth Throttling” on
page 18.

To throttle replications to a specified rate, specify the required throughput
value in Mbps and indicate the time pattern.

Recovery Points to Keep Specify the number of recovery points to keep for workloads that use this
Protection Tier. See “Recovery Points” on page 90.

Workload Failure Specify the number of workload detection attempts before it is considered
failed.

Workload Detection Specify the time interval (in seconds) between workload detection
attempts.

6.5 Recovery Points

A recovery point is a point-in-time snapshot of a workload. It allows a replicated workload to be
restored to a specific state.

Each protected workload has at least one recovery point and may have a maximum of 32 recovery
points.

WARNING: Recovery points that accumulate over time might cause your PlateSpin Forge storage to
run out of space.

To remove recovery points from your appliance, see “Managing Snapshots of the Forge VM on the
Appliance Host” on page 49.

20 Essentials of Workload Protection



6.6

Initial Replication Method (Full and Incremental)

The initial replication is the creation of an initial base copy of a production workload to the failover

workload (virtual replica) in a protection operation, or from a failover workload to its original virtual or

physical infrastructure in preparation for a failback operation for the production workload.

In workload protection and failback operations, the Initial Replication parameter determines the scope

of data transferred from a source to a target.

+ Full: A full workload transfer takes place based on all of its data.

+ Incremental: Only differences are transferred from a source to its target, provided that they

have similar operating system and volume profiles.

+ During protection: The production workload is compared with an existing VM in the
appliance host. The existing VM might be one of the following:

+ A previously-protected workload's recovery VM (when a Remove Workload
command’s Delete VM option is deselected).

+ A VM that is manually imported in the appliance host, such as a workload VM

physically moved on portable media from the production site to a remote recovery site.

See “Manually Importing VMs into the Appliance Host's Datastore” on page 50.

+ During failback to a virtual machine: The failover workload is compared with an existing

VM in a failback container.

+ During failback to a physical machine: The failover workload is compared with a
workload on the target physical machine, if the physical machine is registered with
PlateSpin Forge (see “Semi-Automated Failback to a Physical Machine” on page 82).

During workload protection and failback to a VM host, selecting Incremental as the initial replication
method requires that you browse, locate, and prepare the target VM for synchronization with the

selected operation’s source.
To set up the initial replication method:
1 Proceed with the required workload command, such as Configure (Protection Details) or
Failback.
2 For the Initial Replication Method option, select Incremental Replication.
3 Click Prepare Workload.
The PlateSpin Forge Web Interface displays the Prepare for Incremental Replication page.

Prepare tor Ingrenseqisl Repliasion Prepan:
Canisinar; Bemalnd (Vibwme EEO Sefwnr 4,00 TTH025;
= Vidwarr E59 Berves 4 00175828 14 1 ) o) CRU 530§ 2 400 3888 O 13TE I Dl aen A
AT R [15LES 2P 50e_vH TRSE L) =l
Imeerery Hetsork: [ raetwint =l
# proP 1 S

4 Select the required container, the virtual machine, and the inventory network to use for

communicating with the VM. If the specified target container is a VMware DRS Cluster, you can

also specify a target Resource Pool for the system to assign the workload to.
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5 Click Prepare.

Wait for the process to complete and for the user interface to return to the original command,
then select the prepared workload.

NOTE: (Block-level data replications only) An initial incremental replication takes significantly longer
than subsequent replications. This is because the system must compare the volumes on the source
and the target block by block. Subsequent replications rely on changes detected by the block-based
component while it is monitoring a running workload.

Service and Daemon Control

PlateSpin Forge enables you to control services and daemons:

+ Source service/daemon control: During data transfer, you can automatically stop Windows
services or Linux daemons that are running on your source workload. This ensures that the
workload is replicated in a more consistent state than if you leave them running.

For example, for Windows workloads, consider stopping antivirus software services or services
of third-party VSS-aware backup software.

For additional control of Linux sources during replication, consider the capability to run custom
scripts on your Linux workloads during each replication. See “Using Freeze and Thaw Scripts for
Every Replication (Linux)” on page 92.

+ Target startup state/run level control: You can select the startup state (Windows) or the run
level (Linux) of services/daemons on the failover VM. When you perform a Failover or Test
Failover operation, you can specify which services or daemons you want to be running or
stopped when the failover workload has gone live.

Common services that you might want to assign a di sabl ed startup state are vendor-specific
services that are tied to their underlying physical infrastructure and are not required in a virtual
machine.

Using Freeze and Thaw Scripts for Every
Replication (Linux)

For Linux systems, PlateSpin Forge provides you with the capability to automatically execute custom
scripts, f r eeze and t haw, that complement the automatic daemon control feature.

The f r eeze script is executed at the beginning of a replication, and t hawis executed at the end of a
replication.

Consider using this capability to complement the automated daemon control feature provided through
the user interface (see “Source service/daemon control:” on page 92. For example, you might want to
use this feature to temporarily freeze certain daemons instead of shutting them down during
replications.

To implement the feature, use the following procedure before setting up your Linux workload
protection:
1 Create the following files:
+ platespin. freeze. sh: Ashell script to execute at the beginning of the replication
¢ pl at espi n. t haw. sh: A shell script to execute at the end of the replication

Essentials of Workload Protection



6.9

+ pl atespi n. conf : A text file defining any required arguments, along with a timeout value.
The required syntax for the contents of the pl at espi n. conf file is:

[ ServiceControl]
FreezeAr gunent s=<ar gunment s>
ThawAr gunent s=<ar gunment s>

Ti meQut =<t i meout >

Replace <arguments> with the required command arguments, separated by a space, and
<timeout> with a timeout value in seconds. If a value is not specified, the default timeout is
used (60 seconds).

2 Save the scripts, along with the . conf file, on your Linux source workload, in the following
directory:

/etc/platespin

Volumes Storage

Upon adding a workload for protection, PlateSpin Forge inventories your source workload’s storage
media and automatically sets up options in the PlateSpin Forge Web Interface that you use to specify
the volumes you require for protection. For more information, see Section 1.1.5, “Supported Storage,”
on page 13.

Figure 6-1 shows the Replication Settings parameter set for a Linux workload with multiple volumes
and two logical volumes in a volume group.
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Figure 6-1 Volumes, Logical Volumes, and Volume Groups of a Protected Linux Workload
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Figure 6-2 shows volume protection options of an OES 11 workload with options indicating that the
LVM2 volume and NSS pool layout should be preserved and re-created for the failover workload:

Figure 6-2 Replication Settings, Volume-Related Options (OES 11 Workload)
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Figure 6-3 shows volume protection options of an OES 2 workload with options indicating that the
EVMS and NSS pool layout should be preserved and re-created for the failover workload:

Figure 6-3 Replication Settings, Volume-Related Options (OES 2 Workload)
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6.11

6.11.1

6.11.2

Networking

PlateSpin Forge enables you to control your failover workload’s network identity and LAN settings to
prevent replication traffic from interfering with your main LAN or WAN traffic.

You can specify distinct networking settings in your workload protection details for use at different
stages of the workload protection and recovery workflow:

+ Replication: (Replication Settings parameter set) For separating regular replication traffic from
your production traffic.

+ Failover: (Failover Settings parameter set) For the failover workload to become part of your
production network when it goes live.

+ Prepare for Failover: (Prepare for Failover Settings network parameter) For network settings
during the optional Prepare for Failover stage.

+ Test Failover: (Test Failover Settings parameter set) For network settings to apply to the failover
workload during a Test Failover stage.

Failback to Physical Machines

If the required target infrastructure for a failback operation is a physical machine, you must register it
with PlateSpin Forge.

The registration of a physical machine is carried out by booting the target physical machine with the
PlateSpin boot ISO image.

+ Section 6.11.1, “Downloading the PlateSpin Boot ISO Image,” on page 96
+ Section 6.11.2, “Injecting Additional Device Drivers into the Boot ISO Image,” on page 96

+ Section 6.11.3, “Registering Physical Machines as Failback Targets with PlateSpin Forge,” on
page 98

Downloading the PlateSpin Boot ISO Image

You can download the PlateSpin boot ISO images (boot of x. x2p. i so for BIOS firmware-based
targets and for UEFI firmware-based targets) from the PlateSpin Forge area of NetlQ Downloads
(http://dl.netiq.com) by doing a search with the following parameters:

¢ Product or Technology: PlateSpin Forge
+ Select Version: PlateSpin Forge 11.2
+ Date Range: All Dates

Injecting Additional Device Drivers into the Boot ISO Image

You can use a custom utility to package and inject additional Linux device drivers into the PlateSpin
boot image before burning it on a CD.

To use this utility:

1 Obtain or compile *. ko driver files appropriate for the target hardware manufacturer.
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IMPORTANT: Ensure that the drivers are valid for the kernel included with the ISO file (for x86
systems: 3. 0. 93- 0. 8- pae, for x64 systems: 3. 0. 93- 0. 8- def aul t ) and are appropriate for the
target architecture. See also Knowledgebase Article 7005990 (https://www.netiq.com/support/
kb/doc.php?id=7005990).

Mount the image in any Linux machine (r oot credentials required). Use the following command
syntax:

nmount —o | oop <pat h-to-1SC> <nount _poi nt >

Copy the rebui | di so. sh script, located in the / t ool s subdirectory of the mounted ISO file, into
a temporary working directory. When you have finished, unmount the ISO file (execute the
command unount <nount _poi nt >).

4 Create another working directory for the required driver files and save them in that directory.

5 In the directory where you saved the r ebui | di so. sh script, run the r ebui | di so. sh script as

r oot , using the following syntax:
./rebuildiso.sh <ARGS> [-v] -nB2|-nb4 -i <ISOfile>
The following table lists the possible command line options for this command:

Option Description
-i <ISOfile> <l SO fil e>is the ISO to modify, list, etc.
-V If used together with the -1 argument, the option causes the use of modinfo

to obtain verbose driver information.

-0 If used together with the - ¢ argument or the - d argument, the old copy of the
ISO file is not overwritten.

-nB2 Specifies 32-bit initrd injection.

- 64 Specifies 64-bit initrd injection.

The next table lists the possible arguments for use with this command. At least one of these
arguments must be used in the command:

Argument Description

-d <pat h> <pat h> specifies the directory that contains the drivers (that is,. *. ko files) that you
want to inject.

On completion of the command, the ISO file is updated with the added drivers.

-Cc <pat h> <pat h> specifies where a Confi gur eTakeControl . xm file resides.
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Argument Description

-1 [<type>] <t ype> specifies a subset of drivers you want to list. The default is “all” types.

Listed driver types beginning with a forward slash (/) are assumed to be located in
<ker nel _nodul e_di rect ory>/ kernel /

Listed driver types without a leading forward slash (/) are assumed to be located in
<kernel _nodul e_di rectory/ kernel /drivers/

Driver Subset Examples:

-1 scsi
-1 ' net|video
-1 "/net|net’

Special Usage of this Argument:

If you want to list the available subdirectories of each of the subsets, use the argument
like this: -1 1 NDEX

Syntax Examples
+ To list an index of 32-bit drivers:

# ./rebuildiso.sh -i bootofx.x2p.iso -nB2 - | NDEX
+ To list drivers found in the /misc folder:
# ./rebuildiso.sh -i bootofx.x2p.iso -nm82 -1 msc
+ To inject 32-bit drivers from the /oem-drivers folder:
# ./rebuildiso.sh -i bootofx.x2p.iso -n82 -d oemdrivers

+ To inject 64-bit drivers from an /oem-drivers folder and also inject a customized
ConfigureTakeControl.xml file:

# ./rebuildiso.sh -i bootofx.x2p.iso -nm64 -c ConfigureTakeControl.xm -d
oemdrivers

6.11.3 Registering Physical Machines as Failback Targets with
PlateSpin Forge

1 Burn the PlateSpin boot ISO image on a CD or save it to media from which your target can boot.
2 Ensure that the network switch port connected to the target is set to Auto Full Duplex.

3 Use the boot CD to boot the target physical machine, then wait for the command prompt window
to open.

4 (Linux only) For 64-bit systems, at the initial boot prompt, type the following:
ps64
5 Press Enter.
6 When you are prompted, enter the hostname or the IP address of your Forge VM.

7 Provide your administrator-level credentials for the Forge VM, specifying an authority. For the
user account, use this format:

domain\username or hostname\username
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Available network cards are detected and displayed by their MAC addresses.

8 If DHCP is available on the NIC to be used, press Enter to continue. If DHCP is not available,
select the required NIC to configure with a static IP address.

9 Enter a hostname for the physical machine or press the Enter key to accept the default values.
10 When prompted to indicate whether to use HTTPS, enter Y (yes) if you have enabled SSL, and N
(no) if you have not.

After a few minutes, the physical machine should be available in the failback settings of the PlateSpin
Forge Web Interface.

Protecting Windows Clusters

PlateSpin Forge supports the protection of a Microsoft Windows cluster’s business services. The
supported clustering technologies are:

+ Windows Server 2012 R2: Server-based Microsoft Failover Cluster (Node and Disk Majority
Quorum and No Majority: Disk Only Quorum models)

+ Windows Server 2008 R2: Server-based Microsoft Failover Cluster (Node and Disk Majority
Quorum and No Majority: Disk Only Quorum models)

+ Windows Server 2003 R2: Server-based Windows Cluster Server (Single-Quorum Device
Cluster model)

You can enable or disable Windows cluster discovery for your PlateSpin environment. See
Section 6.12.2, “Enabling or Disabling Windows Cluster Discovery,” on page 101.

NOTE: The Windows cluster management software provides the failover and failback control for the
resources running on its cluster nodes. This document refers to this action as a cluster node failover
or a cluster node failback.

The PlateSpin Server provides the failover and failback control for the protected workload that
represents the cluster. This document refers to this action as a Platespin failover or a PlateSpin
failback.

+ Section 6.12.1, “Planning Your Cluster Workload Protection,” on page 99

¢ Section 6.12.2, “Enabling or Disabling Windows Cluster Discovery,” on page 101
+ Section 6.12.3, “Adding Resource Name Search Values,” on page 102

+ Section 6.12.4, “Quorum Arbitration Timeout,” on page 103

+ Section 6.12.5, “Setting Local Volume Serial Numbers,” on page 103

+ Section 6.12.6, “PlateSpin Failover,” on page 103

+ Section 6.12.7, “PlateSpin Failback,” on page 103

Planning Your Cluster Workload Protection

Protection of a cluster is achieved through incremental replications of changes on the active node
streamed to a virtual one node cluster, which you can use while troubleshooting the source
infrastructure. Before you configure Windows clusters for protection, ensure that your environment
meets the prerequisites and that you understand the conditions for protecting cluster workloads.

+ “Prerequisites” on page 100

+ “Block-Based Transfer” on page 100
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“Cluster Node Failover during the First Full Replication” on page 100
“Cluster Node Failover during Replication” on page 101

“Cluster Node Failover between Replications” on page 101
“Protection Setup” on page 101

Prerequisites

The scope of support for cluster protection is subject to the following conditions:

*

Active node hostname or IP address: You must specify the hostname or IP address of the
cluster’s active node when you perform an Add Workload operation. Because of security
changes made by Microsoft, Windows clusters can no longer be discovered by using the virtual
cluster name (that is, the shared cluster IP address).

Active node discovery: Ensure that the PlateSpin global configuration setting

Di scover Acti veNodeAsW ndowsCl ust er is set to Tr ue on the PlateSpin Server Configuration
page. This is the default setting. See Section 6.12.2, “Enabling or Disabling Windows Cluster
Discovery,” on page 101.

Resource name search values: You must specify search values to use that can help PlateSpin
Forge differentiate the name of the shared Cluster IP Address resource from the name of other
IP address resources on the cluster. See Section 6.12.3, “Adding Resource Name Search
Values,” on page 102.

Resolvable hostname: The PlateSpin Server must be able to resolve the hostname of each of
the nodes in the cluster.

NOTE: The hostname must be resolvable by the IP address. That is, both hostname lookup and
reverse lookup are required.

Quorum resource: A cluster's quorum resource must be co-located on the node with the
cluster’s resource group (service) being protected.

PowerShell 2.0: Windows PowerShell 2.0 Engine must be installed on each node of the cluster.

Block-Based Transfer

When you use block-based transfer for cluster workloads, the block-based driver components are not
installed on the cluster nodes. The block-based transfer occurs using a driverless synchronization
with an MD5-based replication. Because the block-based driver is not installed, no reboot is required
on the source cluster nodes.

NOTE: File based transfer is not supported for protecting Microsoft Windows clusters.

Cluster Node Failover during the First Full Replication

A cluster workload requires that the first full replication completes successfully without a cluster node
failover. If a cluster node failover occurs prior to the completion of the first full replication, you must
remove the existing workload, re-add the cluster using the active node, and try again.
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Cluster Node Failover during Replication

If a cluster node failover occurs prior to the completion of the copy process during a full replication or
an incremental replication, the command aborts and a message displays indicating that the
replication needs to be re-run.

Cluster Node Failover between Replications

The nodes must have similar profiles to prevent interruptions in the replication process. If a cluster
node failover occurs between the incremental replications of a protected cluster and if the new active
node’s profile is similar to the failed active node, the protection contract continues as scheduled for
the next incremental replication. Otherwise, the next incremental replication command fails.

The profiles of cluster nodes are considered similar if all of the following conditions are met:

+ Serial numbers for the nodes’ local volumes (System volume and System Reserved volume)
must be the same on each cluster node.

NOTE: Use the customized Volume Manager utility to change the local volume serial numbers to
match each node of the cluster. See “Synchronizing Serial Numbers on Cluster Node Local
Storage” on page 147.

If the local volumes on each node of the cluster have different serial numbers, you cannot run a
replication after a cluster node failover occurs. For example, during a cluster node failover, the
active node Node 1 fails, and the cluster software makes Node 2 the active node. If the local
drives on the two nodes have different serial numbers, the next replication command for the
workload fails.

+ The nodes must have the same number of volumes.
+ Each volume must be exactly the same size on each node.

+ The nodes must have an identical number of network connections.

Protection Setup

To configure protection for a Windows cluster, follow the normal workload protection workflow. Ensure
that you provide the hostname or IP address of the cluster’s active node. See “Basic Workflow for
Workload Protection and Recovery” on page 69.

Enabling or Disabling Windows Cluster Discovery

The PlateSpin Forge Server can discover and inventory Windows Server failover clusters in your
PlateSpin environment based on the active node in each cluster. Alternatively, it can treat all active
and non-active cluster nodes as standalone machines.

To enable cluster discovery for all Windows clusters, ensure that the parameter

Di scover Acti veNodeAsW ndowsd ust er is set to Tr ue. This is the default setting. Cluster discovery,
inventory, and workload protection use the hostname or IP address of a cluster’s active node, instead
of using its cluster name and an administration share. You do not configure separate workloads for
the cluster’s non-active nodes. For other cluster workload protection requirements, see
“Prerequisites” on page 100.
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To disable cluster discovery for all Windows clusters, set the parameter

Di scover Act i veNodeAsW ndowsCl ust er to Fal se. This setting allows the PlateSpin Server to
discover all nodes in a Windows failover cluster as standalone machines. That is, it inventories a
cluster’s active node and non-active nodes as a regular, cluster-unaware Windows workloads.

To enable or disable cluster discovery:

1 Go to the PlateSpin Server configuration page at
https://<platespin-server-ip-address>/PlatespinConfiguration
2 Search for Di scover Act i veNodeAsW ndowsd ust er, then click Edit.

3 In the Value field, select True to enable cluster discovery, or select False to disable cluster
discovery.

4 Click Save.

Adding Resource Name Search Values

To help identify the active node in a Windows failover cluster, PlateSpin Forge must differentiate the
name of the shared Cluster IP Address resource from the names of other IP address resources on
the cluster. The shared Cluster IP Address resource resides on the cluster’s active node.

The global parameter M cr osof t d ust er | PAddr essNanes on the PlateSpin Server Configuration
page contains a list of search values to use in discovery for a Windows cluster workload. When you
add a Windows cluster workload, you must specify the IP address of the cluster’s currently active
node. PlateSpin Forge searches the names of the cluster’s IP address resources on that node to find
one that starts with the specified characters of any value in the list. Thus, each search value must
contain enough characters to differentiate the shared Cluster IP Address resource on a specific
cluster, but it can be short enough to apply to discovery in other Windows clusters.

For example, a search value of d ust | P Address or d ust | P matches the resource names d ust
| P Address for 10.10.10.201 and d ust | P Address for 10.10.10.101.

The default name for the shared Cluster IP Address resource is O uster | P Addr ess in English, or
the equivalent if the cluster node is configured in another language. The default search values in the
M crosof t O ust er | PAddr essNanes list include the resource name O uster | P Address in English
and each of the supported languages.

Because the resource name of the shared Cluster IP Address resource is user-configurable, you
must add other search values to the list, as needed. If you change the resource name, you must add
a related search value to the M crosof t O ust er | PAddr essNanes list. For example, if you specify a
resource name of W n2012- CLUS10- | P- ADDRESS, you should add that value to the list. If you have
multiple clusters using the same naming convention, an entry of W n2012- CLUS matches any
resource name that starts with that sequence of characters.

To add search values in the M crosof t C ust er | PAddr essNanes list:

1 Go to the PlateSpin Server configuration page at
https://<platespin-server-ip-address>/PlatespinConfiguration

2 Search for M cr osof t 0 ust er | PAddr essNanes, then click Edit.

3 In the Value field, add one or more search values to the list.

4 Click Save.
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6.12.5

6.12.6

6.12.7

Quorum Arbitration Timeout

You can set the QuorumArbitrationTimeMax registry key for Windows Server failover clusters in your
PlateSpin environment by using the global parameter Fai | over Quor umAr bi trati onTi meout on the
PlateSpin Server Configuration page. The default timeout is 60 seconds, in keeping with the Microsoft
default value for this setting. See QuorumArbitrationTimeMax (https://msdn.microsoft.com/en-us/
library/aa369123%28v=vs.85%29.aspx?f=255&MSPPError=-2147217396) on the Microsoft
Developer Network website. The specified timeout interval is honored for quorum arbitration at
failover and failback.

To set the quorum arbitration timeout for all Windows failover clusters:

1 Go to the PlateSpin Server configuration page at
https://<platespin-server-ip-address>/PlatespinConfiguration

2 Search for Fai | over Quor umAr bi t rat i onTi neout , then click Edit.

3 In the Value field, specify the maximum number of seconds to allow for quorum arbitration.

4 Click Save.

Setting Local Volume Serial Numbers

You can use the Volume Manager utility to change the local volume serial numbers to match in each
node of the cluster. See “Synchronizing Serial Numbers on Cluster Node Local Storage” on page 147.

PlateSpin Failover

When the PlateSpin failover operation is complete and the virtual one-node cluster comes online, you
see a multi-node cluster with one active node (all other nodes are unavailable).

To perform a PlateSpin failover (or to test the PlateSpin failover on) a Windows cluster, the cluster
must be able to connect to a domain controller. To leverage the test failover functionality, you need to
protect the domain controller along with the cluster. During the test, bring up the domain controller,
followed by the Windows cluster workload (on an isolated network).

PlateSpin Failback

A PlateSpin failback operation requires a full replication for Windows Cluster workloads.

If you configure the PlateSpin failback as a full replication to a physical target, you can use one of
these methods:

+ Map all disks on the PlateSpin virtual one-node cluster to a single local disk on the failback
target.

+ Add another disk (Di sk 2) to the physical failback machine. You can then configure the
PlateSpin failback operation to restore the failover's system volume to Di sk 1 and the failover's
additional disks (previous shared disks) to Di sk 2. This allows the system disk to be restored to
the same size storage disk as the original source.

After a PlateSpin failback is complete, you must reattach the shared storage and rebuild the cluster
environment before you can rejoin additional nodes to the newly restored cluster.
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NOTE: When the cluster is at the stage of Ready To Reprotect, ensure that you first rebuild and
restore the failback target so that it gets discovered as a cluster. You must manually uninstall the
PlateSpin Cluster Driver as part of the rebuild process.

For information about rebuilding the cluster environment after a PlateSpin failover and failback
occurs, see the following resources:

+ Windows Server 2012 R2 Failover Cluster (failback to physical or virtual rebuild): See
Knowledgebase Article 7016770 (http://www.netiq.com/support/kb/doc.php?id=7016770).

+ Windows Server 2008 R2 Failover Cluster (failback to physical or virtual rebuild): See
Knowledgebase Article 7015576 (http://www.netiq.com/support/kb/doc.php?id=7015576).
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7.1.1

Auxiliary Tools for Working with
Physical Machines

Your PlateSpin Forge distribution includes tools for use when working with physical machines as
failback targets.

+ Section 7.1, “Managing Device Drivers,” on page 105

Managing Device Drivers

PlateSpin Forge ships with a library of device drivers and automatically installs the appropriate ones
on target workloads. If some drivers are missing or incompatible, or if you require specific drivers for a
target infrastructure, you might need to add (upload) drivers to the PlateSpin Forge driver database.

The following sections provide more details:

¢ Section 7.1.1, “Packaging Device Drivers for Windows Systems,” on page 105

*

Section 7.1.2, “Packaging Device Drivers for Linux Systems,” on page 106

*

Section 7.1.3, “Uploading Drivers to the PlateSpin Device Driver Database,” on page 106

*

Section 7.1.4, “Using the Plug and Play (PnP) ID Translator Feature,” on page 108

Packaging Device Drivers for Windows Systems

To package your Windows device drivers for uploading to the PlateSpin Forge driver database:

1 Prepare all interdependent driver files (*. sys, *. i nf, *. dl |, etc.) for your target infrastructure
and device. If you have obtained manufacturer-specific drivers as a . zi p archive or an
executable, extract them first.

2 Save the driver files in separate folders, with one folder per device.

The drivers are now ready for upload. See “Uploading Drivers to the PlateSpin Device Driver
Database” on page 106.

NOTE: For problem-free operation of your protection job and the target workload, upload only digitally
signed drivers for:

+ All 64-bit Windows systems
+ 32-bit versions of Windows Server 2008 and Windows 7 systems
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71.2 Packaging Device Drivers for Linux Systems
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To package your Linux device drivers for uploading to the PlateSpin Forge driver database, you can
use a custom utility included in your PlateSpin boot ISO image.

1 On a Linux workstation, create a directory for your device driver files. All the drivers in the

directory must be for the same kernel and architecture.
Download the boot image and mount it.

For example, assuming that the ISO has been copied under the / r oot directory, issue this
command for BIOS firmware-based targets and for UEFI firmware-based targets:

# nkdir /mt/ps # nount -0 | oop /root/bootof x. x2p.iso /mt/ps

From the / t ool s subdirectory of the mounted ISO image, copy the packageMdul es. tar. gz
archive into a another working directory and extract it.

For example, with the . gz file is inside your current working directory, issue this command:
tar -xvzf packageModul es.tar.gz

Enter the working directory and execute the following command:

./ PackageModul es. sh —d <path_to_driver_dir> -0 <package nane>

Replace <path_to_driver_dir> with the actual path to the directory where you saved you driver
files, and <package name> with the actual package name, using the following format:

Drivername-dri verversi on-di st - kernel versi on-arch. pkg
For example, bnx2x- 1. 48. 107- RHEL4- 2. 6. 9- 11. EL- i 686. pkg

The package is now ready for uploading. See “Uploading Drivers to the PlateSpin Device Driver
Database” on page 106.

Uploading Drivers to the PlateSpin Device Driver Database

Use the PlateSpin Driver Manager to upload device drivers to the driver database.

NOTE: On upload, PlateSpin Forge does not validate drivers against selected operating system
types or their bit specifications; ensure that you only upload drivers that are appropriate for your
target infrastructure.

Device Driver Upload Procedure (Windows)

1 Obtain and prepare the required device drivers. See Packaging Device Drivers for Windows

Systems.

2 On your Forge VM, under Program Fi | es\ Pl at eSpi n Forge Server\Driver Manager, start

the Dri ver Manager . exe program and select the Windows Drivers tab.
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‘windows Drivers | Lirwx Drivers |

«~ Show Drivers For:

05 Type: Service Pack: Language: Hardware kanufacturer:
IWindowsXF'xB4 VI All - INeutraI VI All -
Al
Sta_ndald
IDrag a column header here to group by that column. _g;:gz&sefmu
|jf| Prpld| “endor Model Descripti | VYersion Date 05 Type | Service | Languag| Souwce | Update me:::gg;\;a ware m |
[8] C |[®] Cortai |[®] Contai |[®] Conta |[8] Conta |[®] Contai ([B] Contain |[] Cont |[E] Cont |[8] Contai |[E] Contd pyeys kntaing
£l
[ [
14841 SC51 | Microsoft | ATLMTa | ATL 710 | 523730 | 10/01/200 | Windowss | Al Meutral | built-in 843042009 | Standard
14842 SCSI | Microsoft | ATLMTa | ATL 10 | 523730 [10401/200 | Windows | Al Meutral | built-in 543042009 | Standard
14843 ATL7IO0 F Meutral  Built-in Standard
14844 SC51 | Microsoft | ATLMTa | ATL 710 | 523730 | 10/01/200 | Windowss | Al Meutral | built-in 843042009 | Standard L
14345 SCSI | Microgoft | ATLMTa | ATL 710 | 523790 (104014200 | Windows: | Al Meutral | built-in 543042009 | Standard
14846 SCSI | Microsoft | ATLMTa | ATLPI0 | 523730 (104014200 | Windows | &l Meutral | built-in 543042009 | Standard |
Help | &8 Delete Drivers... | 4 Upload Drivers... | Close |
e
3 Click Upload Drivers, browse to the folder that contains the required driver files, and select
applicable OS type, language, and hardware manufacturer options.
-~ Driver Selection ~ Upload Dnivers For:
Driver Folder Path: 05 Types:
I"-."-mac:hine128"-.5hare"-.Drivers"-.DLBEDGE-"-J:pD‘I 0857 = | I3 | B WindowsXPx64 | a
=7 Windows2003
oo
i | Select Pnpld |Vendor| Model |Descriptio Version Date | =] 'mik]
__ |[=] Conta |[W] Conta |[W] Con |[m] Contai [m] Contai |[m] Contsins  |[®] Contai 20
i [ an
1 | = |PCIWEN[Hewlet |HPQNT [HPNCT7 [12202 05/25/200 [] English
2 @ | PCIVEN | Hewlet | HPQ.NT | HPNCT7 | 12.2.02 05129200 S EZ::SH
3 ¥ | PCWEN [ Hewlet | HPQNT |HPNCE7 | 12202 05/253/200 7l Japanese
4 W | PCWEN | Hewlet | HPQ.NT |HPNC77 | 12202 05/25/200 [ Neutral hd
5 [ | PCOWEN | Hewlet | HFQNT |HPNC77 | 12202 05/28/200 M e e
3 W | PCWEN | Hewlet | HPQNT [HPNCT7 [ 12202 05/25/200 [ standard =]
7 [ | PCIWEN | Hewlet | HPQNT [HPNCT7 [12.2.02 05/29/200 e e
8 ¥ | PCIWEN [ Hewlet | HPQNT [HPNCT7 [12202 05/28/200 |
a Ll DT Uemadms | LIDT KT uo kT T 137073 MR MG ;I
@ Uplosd. | Close |
A
Select Standard as the Hardware Manufacturer option, unless your drivers are designed
specifically for any of the target environments listed.
4 Click Upload and confirm your selections when prompted.
The system uploads the selected drivers to the driver database.
Device Driver Upload Procedure (Linux)
1 Obtain and prepare the required device drivers. See Packaging Device Drivers for Linux
Systems.
2 Click Tools > Manage Device Drivers and select the Linux Drivers tab:
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Wwindows Drivers
«~Search For Drivers By:
Driver Name: Vendor |D: Device |D:
= I <Enter Driver Name: e I <Enter Vendor D= I <Enter Device |D> Search | Show All Drivers
IDrag a column header here to group by that column.
|ﬁ| Drriver Name Architecture |ipdate Date Driver Source Drriver Type Kernel Version =
[®] Contains [®] Contains [®] Contains [®] Contains [®] Contains [®] Contains
i
M- p | nicstar %86 8/9/2010 5:38:23 | Baseline Unknown 2618-8.el5
B2 lanai xB6 8/9/2010 5:38:20 Baseline Unknown 26.9-5ELsmp
-3 aacraid xB6_B4@ofxboot | 8/9/2010 5:38:17 | Baseline Unknown 2.6.16.21-0.8-default
-4 serverworks %86_64@ofxboot | 8/9/20105:38:17 | Baseline Unknown 26.16.21-0.8-default
[ 5 sungem %86 8/5/2010 5:38:22 | Baseline Unknown 26.3-55.EL
-6 istallion xB6 8/3/2010 5:38:25 | Baseline Unknown 2415-4GB
-7 752 _edac e 8/9/2010 5:38:21 Baseline Unknown 26542 ELlsmp
-8 mptfc *B6@WVMwareES | 8/9/20105:39:42 | Baseline Unknown 2.6.5-7.244-default
-9 gdth «xB6 882010 5:38:22 | Baseline Unknown 2.6.3-55.EL
- 10 2136067 x86 8/3/2010 5:38:25 | Baseline Unknown 2415-4GB
- 11 snd-ens1371 %86 8/9/2010 5:38:24 | Baseline Unknown 2618-8.el5
- 12 mptfc *86_64@WMware | 8/9/20105:39:37 | Baseline Unknown 26.59-42 ELsmp
[ 13 mptsas x86_64E@VMware | 8/9/20105:39:36 | Baseline Unknown 26.9-34 Ellargesmp ;I
Help | &€ Delete Drivers... | 4t Upload Drivers... I Close |

3 Click Upload Drivers, browse to the folder that contains the required driver package (*. pkg), and
click Upload All Drivers.

The system uploads the selected drivers to the driver database.

71.4 Using the Plug and Play (PnP) ID Translator Feature

108

“Plug and Play” (PnP) refers to Windows operating system functionality that supports connectivity,
configuration, and management with native plug and play devices. In Windows, the feature facilitates
discovery of PnP compliant hardware devices attached to a PnP compliant bus. PnP compliant
devices are assigned a set of Device Identification Strings by their manufacturer. These strings are
programmed into the device when it is built. These strings are fundamental to how PnP works: they
are part of the Windows' information source used to match the device with a suitable driver.

When the PlateSpin Server discovers workloads and their available hardware, the discovery includes
these PnP IDs and the storage of that data as part of the workload’s details. PlateSpin uses the IDs to
determine which, if any, drivers need to be injected during a failover/failback operation. The PlateSpin
Server maintains a database of PnP IDs for the associated drivers of each of the supported operating
systems. Because Windows and Linux use different formats for PnP IDs, a Windows workload
discovered by the Forge Linux RAM disk contains Linux-style PnP IDs.

These IDs are formatted consistently, so PlateSpin can apply a standard transformation to each of
them to determine its corresponding Windows PnP ID. The translation occurs automatically within the
PlateSpin product. The feature lets you or a support technician add, edit or remove custom PnP
mappings.

Follow these steps to use the PnP ID Translation feature:

1 Launch the PlateSpin Driver Manager tool and connect to the PlateSpin Server.

2 In the Driver Manager tool, select the PNP ID Translation tab to open the PNP ID Translation list,
which includes the currently known custom PnP ID mappings.
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") PlateSpin Driver Manager = e <
File  Help
hitps: localhost/PlateSpinMigrate Connect...
Windows Diivers | Linux Drivers | PNP ID Translation
PNP ID Translation
Linux PNP Id Windows PNP Id S —
[ Add \
Modity \
Remove
User TIGE yjas Role: PlateSpin Administiator

3 On the list page, click Add to display the Create PNP ID Mapping dialog.

T Crete PHP I3 Mapping [ |
e il
] [
Wedom PHP W
| et
[F. Carcel

4 In the Linux PNP ID field, add a Linux PnP ID.
4a (Conditional) If you know it, type the Linux PnP ID you want to use.
or

4b (Conditional) Select an ID from a previously discovered workload:

4b1 Adjacent to the Linux PnP ID field, click Select to open the Select Linux PnP ID dialog.
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Select Linux Device

IDreg a column header here to group by that column. _
Manufacturer Model PNPID Device ID Alternate PNP 1Ds

ok ) [ cmea ]

4b2 On the dialog, click Select Machine to display a list of the machines previously
discovered by the PlateSpin Linux RAM disk.

4b3 Highlight one of the devices in the list, then click Select to populate the list in the Select
Linux PnP ID dialog.

Select Linux Device

IDreg a column header here to group by that column. _
Manufacturer Model PNPID Device ID Alternate PNP 1Ds

% YMware Virtual disk

VMware Virtual disk
Intel Corporation 82545EM Gigabit Et. PCl / VendorlD Ox.. 02:00.0
Genuinelntel Intel(R) Xeon(R) CP..

Intel Corporation 823714B/EB/ME PIl.. PCI / VendorlD Ox.. 00:07.1
LSI Logic (Was: Sy..  LSIS3C1020/1030 P.. PCl/ VendorD O0x.. 00:10.0

4b4 Select a device on the list, then click OK to apply the standard transformation to the
PnP ID and display it in the Create PnP ID Mapping dialog.
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5 In the Windows PNP ID field, add a Windows PnP ID:
5a (Conditional) If you know it, type the Windows PnP ID you want to use.
or

5b (Conditional) Adjacent to the Windows PNP ID field, click Select to open a mapping tool that
presents three methods for helping you map a the Windows PnP ID:

+ Under the Driver File tab, browse to and select a Windows driver file (that is, a file with
the *.i nf extension), select the desired PnP ID, then click Modify.

a2 Mapping (PCI/ VendorID 0x8086 / DevicelD 0x100f / SubVendorD 0x15ad / SubDevicelD 0:0750  Class 1x00020000)
Drivet File | Diiver Database | Select Machine |

Driver Selection

Driver Folder Path:

C:ADRIVERS \WIN\E THERNET\PRO1000\Win32\NDIS62 = (] ()
[_E Prpld Vendor Model Descripti Date  Versi 0S5 Typ Service Languag Souwrce Update Package Hardwarem  Hardweare mo :j
5] Contai !EF""F'C}"!‘ r@E“[E"?@“ @,Q’EW’@WFWIEWFW}@W}EW@S |,@P""F?i"= .
1 PCINVEN IntelNT IntelfR) 011172 111 Unknow CADRI 01/01/0 Standard

2 |PCWEN [Intel | IntelNT | IntellR) | 01/11/2] 11.1 | Unknow CADRI | 01/01/0 Standard

3 [PCIWEN |Intel | IntelNT | InteliR) | 011172 11.1 | Unknow CADRI | 01/0170 Standard

4 [PCIWEN |Intel | IntelNT | Intell®) |01/1172] 11.1 | Unknow CADRI | 0170170 Standard

|5 [PCWEN [Intel | IntelNT | IntellR) | 0171172 11.1 | Unknow CADRI | 0170170 Standard

6 |PCIWEN |Intel | ImtelNT | Inteli®) | 011172 11.1 | Unknow CADRI | 01/0170 Standard

7 [PCVEN [Intel | IntelNT | IntellR) |01/1172] 11.1 | Unknow CADRI | 01/0170 Standard

8  |[PCIWEN |Intel | IntelNT | IntellR) | 01/11/2] 11.1 | Unknow CADRI | 0170170 Standard

9 [PCIWEN [Imel | IntelNT | InteliR) | 0171172 11.1 | Unknow CADRI | 01/0170 Standard

10 [PCIVEN [Irtel | IntelNT | IntelR) |01/1172] 11.1 | Unknow CADRI |01/0170 Standard

(11 [POVEN | Intel | IntelNT | IntelR] |01/1172 111 | Urknow CADRI | 0170170 Standard

12 [PCIWEN |Intel | ImelNT | IntellR) | 0171172 11.1 | Urknow CADRI | 01/0170 Standard =

+ Under the Driver Database tab, browse to and select the existing driver database,
select the correct PnP ID, then select Modify.

&= Mapping (PCI/ VendorD 08086 / DeviceID 0x100f / SubVendorlD Dx15ad / SubDeviceID 0x0750 / Class 0x00020000)

Show Drivers For:
0S Type: Service Pack: Language: Hardware Manufacturer:
Windows2000 = Al = Neutral = [an =

Drag a column header here to group by that column

Prpld  Wendor Model Descripti  Version Date 0S Type  Service Languag Souce  Update Tim Hardware Hardware mo
mcC |E Contain IE Conta |E Cont [E Contai |E Contai ]E Contain |E Cont ‘E Conta |E Contai |E Contain ‘E Contain ]E Contains
| | | | | | | \ | | \ |

)
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+ Under the Select Machine tab, click Select Machine, then, from the list of Windows

machines discovered using live discovery, select a machine, click OK to display its
devices, select the desired PnP ID, then click Modify.

o5 Mapping (PCI/ VendorlD 0x8086 / DevicelD 0x100f / SubVendorlD 0x15ad / SubDeviceID 0x0750 / Class 0x00020000) (]

| Drivet File | Diiver Database | Select Machine |
hDrag a column header here to group by that column. _

Manufacturer Model PNP ID Device ID Altemate PNP IDs
Intel Intel(R) PROA000 MT Networ.. PCINVEN_S0868DEV_100F.. 7

System.String()

(Standard IDE ATA/TAPI cont.. IDE Channel Intel-PIxX4 Intel-PIR<4
[Standard IDE ATA/ATAPI cont. IDE Channel

Genuinelntel Intel Processor
[Standard disk drives)

[Standard disk drives)

» LLES Intel(R) 82371AB/EB PCl Bus.

LS| LSI_x0020_Adapler «002C__. PCIVVEN_T0008DEV_0054. PCIVEN_T000LDEV_005..

YMware Vitual disk SCSI Dis.. SCSINDISKEVEN_VMWAR.. \\\PHYSICALDRIVED
VMware Virtual disk SCSI Dis.. SCSINDISKE&VEN_VMWAR.. \\APHYSICALDRIVE1

NECVMWar Wiware IDE CD..

Intel-PIIX4 System,String]
% PCINVEN_BOSG6LDEY_711. | System Stingl]

CPUD

\Device\Floppyl
\Device\CdRom0

Select Machine...

IMPORTANT: Selecting a Windows

PnP ID that does not have an associated driver

package installed might result in a failure at failover/failback time.

6 In the Create PnP |d Mapping dialog, confirm that the correct Linux PnP ID and the correct
Windows PnP are selected, then click OK to display the PNP ID Translation page of the

PlateSpin Driver Manager.

‘Windows Drivers | Lirug Drivers | PNP 1D Translation

") PlateSpin Driver Manager "
File  Help
hitps: /localhost/PlateS pinMigrate

PNP ID Translation

iJsel.‘ TIGE \astin

|| Role: PlateSpin Admiristrator
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(Optional) To modify or remove the mapping in the PNP ID Translation list, select the mapping
pattern, then click Remove or Modify, depending on the operation you want to perform.

Remove simply deletes the mapping (after displaying a confirmation dialog).
To modify,

7a Click Modify to open the Create PNP id Mapping dialog.

7b Repeat Step 5 on page 111 to modify the Windows PnP ID.

NOTE: You cannot select or modify the Linux PnP ID.
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ProtectAgent Utility

The ProtectAgent (Pr ot ect Agent . cl i . exe) is a command line utility that you can use to install,
upgrade, query, or uninstall the block-based transfer drivers. Although a reboot is always required
when you install, uninstall, or upgrade drivers, the ProtectAgent allows you to better control when the
action occurs and therefore, when the server reboots. For example, you can use the ProtectAgent to
install the drivers during scheduled down time, instead of during the first replication.

The syntax of the ProtectAgent utility is:
Protect Agent.cli.exe [Option] [/psserver=% P%

Table 8-1 describes the options and switch available for the Pr ot ect Agent . cl i . exe command.

Table 8-1 ProtectAgent Command Options and Switch

Usage Description

Options

h|? | help Displays usage and options for the command.

logs | viewlogs Opens the application log directory.

status Shows installation status for the PlateSpin controller and drivers.

din | driver-install Installs the PlateSpin drivers.

dup | driver-upgrade Upgrades the PlateSpin drivers.

dun | driver-uninstall Uninstalls the PlateSpin drivers.

Switch

/ psserver =% P% Downloads the block-based transfer drivers from the specified server
when you invoke the st at us, dri ver-install,ordriver-upgrade
options.

A copy of the block-based transfer drivers is bundled with the ProtectAgent utility. You can
alternatively specify the / psser ver = command line switch in order to download the drivers from the
PlateSpin Server when you invoke the st at us, dri ver-install,ordri ver-upgrade options. This is
useful when the server is patched with a new driver package, but the ProtectAgent command line
utility is not patched.

NOTE: To avoid confusion, the recommended method of using the ProtectAgent is to install, uninstall,
or upgrade the drivers and then reboot prior to doing a replication.

You should reboot the system each time that you install, upgrade, or uninstall the drivers. The reboot
forces the running driver to stop and the new driver to be applied on system restart. If you do not
reboot the system prior to replication, the source continues to act as if the operation has not been
completed. For example, if you install drivers without rebooting the system, the source acts as if no
driver is installed during replication. Similarly, if you upgrade the drivers without rebooting, the source
continues to use the running driver during replication until you reboot the system.
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If the version of the installed driver is different than the version of the running driver, the st at us
option will remind the user to reboot. For example:

C.\ Protect Agent\ Protect Agent.cli.exe status

Step 1 of 2: Querying the PlateSpin controller service
Done

Step 2 of 2: Querying the installed PlateSpin driver version
Done

The task conpl eted successfully
Pl ateSpin Controller Service Status
Status: Running
Version: 9.9.9.9
Last Successful Contact: 1/5/2015 12:14:25 PM

Pl ateSpin Driver Status
Installed Driver Version: 8.0.0.11
Runni ng Driver Version: Not running. Reboot to |oad the driver.
Upgrade Avail able: No

PlateSpin creates a task to warn the user that a reboot is necessary in order to complete the driver
installation or upgrade. The notification appears in the Tasks list (Figure 8-1). During replication, the
notification appears on the Command Details page (Figure 8-2).

Figure 8-1 Reboot Notification Task
Dashboard Workloads Tasks Reports Settings About Help

1/5/2015 12:00 PM SB-W2K3-5P2-X86 The workload requires a reboot to complete the Block Based component install. Incremental replications will continue to
& utilize a lower performance server-sync until the install is complete.

Dismiss Task

Third-Party Licenze Agreements Menday, January 05, 2015 12:07 PM - Mountain Standard Time

Figure 8-2 Reboot Natification During Replication

Dashboard Workloads Tasks Reports Settings

Proteciion Details = Command Details

Running First Replication

Status Running £"%
. SB-W2K3-SP2-X86 on: 10m 518
St Copy data (84%
Release Control of Target Machine (50
The workload requires a reboot to complete the Block Based compenent install. Incremental replications will continue to utilize a lower performance server-
sync until the install is complete.
Status: Running &
Start Time: 1152015 11:58 AM
Duration: 10m 51s
Steps: Step Status Start Time End Time Duration  Diagnostics
Refreshing source mac hine Completed 1/5/2015 11:58 AM 1/5/2015 12:00 PM 47s
Copy data Running (84%) £ 1/5/2015 12:00 PM - 10m 3s
Diagnostics; Generate
B
Average Transfer Speed: 228.72 Mbps
Duration: 2m 58s
Total Data Transferred: 46 GB
Total Files Transferred: 7,388

Workload Commands

Third-Party License Agreements Meonday, January 05, 2015 12:10 PM - Mountain Standard Time
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Rebooting the source machine applies and starts the installed or upgraded drivers. If the driver was
recently installed, after the reboot, one full replication or a server-sync replication is required in order
to ensure that all of a source’s changes are captured. This server-sync replication will be represented
to the user in the Status field as a warning (Figure 8-3). Subsequent incremental replications will
complete without warning.

Figure 8-3 Server-Sync Required Notification

Running Incremental 16512015 1211 PM
4\ Running o:.. tion:  1/52015 12:29 PM
. SB-W2K3-SP2-X86

7m 38s -
ﬁ data B% Active
0 story \iew

Copying Violume Data from Source to Tanged

4]
Events: Event Details  User Date
Inc remental replic ation started scb-pelennor\Scott 1/S/2015 12:37 PM
Status: Running "%
1, The Block Based component has recently completed the install process. This replication requires a server-sync to be performed.
Start Time: 1/5/2015 12:37 PM
Duration: Tm 38s
Steps: Step Status Start Time End Time Duration Diagnostics
Refreshing source machine Completed 1S/2015 12:37 PM 1152015 12:38 PM 51s
Revert to snapshot Completed 12:38 PM 12015 12:38 PM 30s
Copy data 1. Running (8%} ) 1/5/2015 12:38 PM - 8m 17s
Diagnostics: Senerate
i 4]
Average Transfer Speed: 1.51 Mbps
Duration: iTs
Total Data Transferred: 6.2 MB
Total Files Transferred: 103

Workload Commands

Third-Party License Agreements Meonday, January 05, 2015 12:45 PM - Mountain Standard Time
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9 Troubleshooting

9.1

This section includes the following information:

+ Section 9.1, “Troubleshooting Workload Inventory (Windows),” on page 119
+ Section 9.2, “Troubleshooting Workload Inventory (Linux),” on page 123

+ Section 9.3, “Troubleshooting Problems during the Prepare Replication Command (Windows),”
on page 123

+ Section 9.4, “Troubleshooting Workload Replication,” on page 124

+ Section 9.5, “Troubleshooting the Configuration Service,” on page 125

+ Section 9.6, “Troubleshooting Traffic-forwarding Workloads,” on page 130
¢ Section 9.7, “Troubleshooting Online Help,” on page 130

+ Section 9.8, “Generating and Viewing Diagnostic Reports,” on page 131

+ Section 9.9, “Removing Workloads,” on page 131

+ Section 9.10, “Post-Protection Workload Cleanup,” on page 131

¢ Section 9.11, “Shrinking the PlateSpin Forge Databases,” on page 133

+ Section 9.12, “Active Directory Domain Services Are Not Available After a Failback (Windows),”
on page 134

Troubleshooting Workload Inventory (Windows)

You might need to troubleshoot the following common problems during the workload inventory.

Problems or Messages Solutions

The domain in the This error occurs when the Credential Format is incorrect.

credentials is invalid or

bl ank Try the discovery by using a local administrator account with the credential

format host nane\ Local Admi n

Or, try the discovery by using a domain administrator account with the
credential format donai n\ Dorrai nAdni n

Unabl e to connect to A non-account was used when trying to add a workload. Use an
W ndows server...Access administrator account or add the user to the administrators group and try
is denied again.

This message might also indicate WMI connectivity failure. For each of the
following possible resolutions, attempt the solution and then perform the
“WMI Connectivity Test” on page 121 again. If the test succeeds, try adding
the workload again.

¢ “Troubleshooting DCOM Connectivity” on page 121

+ “Troubleshooting RPC Service Connectivity” on page 121
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9.1.1

Problems or Messages Solutions

Unabl e to connect to Network connectivity failure. Perform the tests in “Performing Connectivity
W ndows server...The Tests” on page 120. If a test fails, ensure that PlateSpin Forge and the
network path was not workload are on the same network. Reconfigure the network and try again.
found

"Di scover Server Details This error can occur for several reasons and each has a unique solution:
{hostnane}" Failed

Progress: 0% St at us: * For environments using a local proxy with authentication, bypass the

Not St art ed proxy or add the proper permissions. See Knowledgebase Article
7920339 (https://www.netiq.com/support/kb/doc.php?id=7920339) for
more details.

+ Iflocal or domain policies restrict required permissions, follow the steps
outlined in Knowledgebase Article 7920862 (https://www.netig.com/
support/kb/doc.php?id=7920862).

Workload Discovery fails with There are several possible reasons for the Coul d not find file

error message out put . xm error:

Coul d not find file + Antivirus software on the source could be interfering with the discovery.

out put . xm Disable the antivirus software to determine whether or not it is the

or cause of the problem. See “Disabling Antivirus Software” on page 122.
+ File and Printer Sharing for Microsoft Networks might not be enabled.

Network path not found Enable it under the Network Interface Card properties.

or (upon attempting to discover + The Admin$ shares on the source might not be accessible. Ensure that

a Windows cluster) PlateSpin Forge can access those shares. See “Enabling File/Share

Permissions and Access” on page 122.

Inventory failed to . . , . .
di scover. Inventory + The Server or the Workstation service might not be running. If this is

result returned not hing. the case, enable them and set the startup mode to aut omat i c.

+ The Windows remote registry service is disabled. Start the service and
set the startup type to automatic.

The following sections provide more troubleshooting information on Windows workloads:

+ Section 9.1.1, “Performing Connectivity Tests,” on page 120
¢ Section 9.1.2, “Disabling Antivirus Software,” on page 122
+ Section 9.1.3, “Enabling File/Share Permissions and Access,” on page 122

Performing Connectivity Tests

+ “Network Connectivity Test” on page 120

+ “WMI Connectivity Test” on page 121

+ “Troubleshooting DCOM Connectivity” on page 121

+ “Troubleshooting RPC Service Connectivity” on page 121

Network Connectivity Test

Perform this basic network connectivity test to determine whether PlateSpin Forge can communicate
with the workload that you are trying to protect.

1 Go to your Forge VM.
See “Downloading and Installing the vSphere Client Program” on page 48.
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2 Open a command prompt and ping your workload:
pi ng workload_ip

WMI Connectivity Test

1 Go to your Forge VM.

See “Downloading and Installing the vSphere Client Program” on page 48“Downloading and
Installing the vSphere Client Program” on page 48.

2 Click Start > Run, type Whent est and press Enter.
3 Click Connect.

4 In the Namespace, type the name of the workload you are trying to discover with \ r oot \ ¢i mv2
appended to it. For example, if the hostname is wi n2k, type:

\\wi n2k\ root\ ci nv2

5 Enter the appropriate credentials, using either the host nanme\ Local Admi n or
donai n\ Dormai nAdmi n format.

6 Click Connect to test the WMI connection.

If an error message is returned, a WMI connection cannot be established between PlateSpin
Forge and your workload.

Troubleshooting DCOM Connectivity

1 Log into the workload that you want to protect.
2 Click Start > Run.

3 Type dcontnf g and press Enter.

4 Check connectivity:

+ For Windows systems (XP/Vista/2003/2008/7), the Component Services window is
displayed. In the Computers folder of the console tree of the Component Services
administrative tool, right-click the computer that you want to check for DCOM connectivity,
then click Properties. Click the Default Properties tab and ensure that Enable Distributed
COM on this computer is selected.

+ On a Windows 2000 Server machine, the DCOM Configuration dialog is displayed. Click the
Default Properties tab and ensure that Enable Distributed COM on this computer is
selected.

5 If DCOM was not enabled, enable it and either reboot the server or restart the Windows
Management Instrumentation Service. Then try adding the workload again.

Troubleshooting RPC Service Connectivity

There are three potential blockages for the RPC service:

+ The Windows Service
+ A Windows firewall

+ A network firewall
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9.1.3

For the Windows Service, ensure that the RPC service is running on the workload. To access the
services panel, run ser vi ces. nsc from a command prompt. For a Windows firewall, add an RPC
exception. For hardware firewalls, you can try the following strategies:

+ Putting PlateSpin Forge and the workload on the same side of the firewall

+ Opening up specific ports between PlateSpin Forge and the workload (See “Configuring Access
and Communication Settings across your Protection Network” on page 28.

Disabling Antivirus Software

Antivirus software might occasionally block some of the PlateSpin Forge functionality related to WMI
and Remote Registry. In order to ensure that workload inventory is successful, it might be necessary
to first disable the antivirus service on a workload. In addition, antivirus software might occasionally
lock access to certain files, allowing access only to certain processes or executables. This might
occasionally obstruct file-based data replication. In this case, when you configure the workload
protection, you can select services to disable, such as services installed and used by antivirus
software. These services are only disabled for the duration of the file transfer, and are restarted when
the process completes. This is not necessary during block-level data replication.

Enabling File/Share Permissions and Access

To successfully protect a workload, PlateSpin Forge needs to successfully deploy and install software
within the workload. Upon deployment of these components to a workload, as well as during the Add
Workload process, PlateSpin Forge uses the workload’s administrative shares. PlateSpin Forge
needs administrative access to the shares, using either a local administrator account or a domain
administrator account for this to work.

To ensure that the Administrative shares are enabled:

1 Right-click My Computer on the desktop and select Manage.
2 Expand System Tools > Shared Folders > Shares
3 Inthe Shared Fol der s directory, you should see Admin$, among other shares.

After confirming that the shares are enabled, ensure that they are accessible from within the Forge
VM:
1 Go to your Forge VM.
See “Downloading and Installing the vSphere Client Program” on page 48.
2 Click Start > Run, type \\ <ser ver _host >\ Adni n$, then click OK.

3 If you are prompted, use the same credentials as those you will use to add the workload to the
PlateSpin Forge workload inventory.

The directory is opened and you should be able to browse and modify its contents.
4 Repeat the process for all shares with the exception of the IPC$ share.

Windows uses the IPC$ share for credential validation and authentication purposes. It is not
mapped to a folder or file on the workload, so the test always fails; however, the share should still
be visible.

PlateSpin Forge does not modify the existing content of the volume; however, it creates its own
directory, to which it requires access and permissions.
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9.2 Troubleshooting Workload Inventory (Linux)

Problems or Messages Solutions

Unabl e t o connect neither to the SSH server This message has a number of possible causes:
runni ng on <l P_address> nor to VMnare .
Virtual Infrastructure web-services at ¢ The workload is unreachable.

<i p_addr ess>/ sdk + The workload does not have SSH running.

+ The firewall is on and the required ports have not
been opened.

+ The workload’s specific operating system is not
supported.

For network and access requirements for a workload,
see “Configuring Access and Communication Settings
across your Protection Network” on page 28.

Access deni ed This authentication problem indicates either an invalid
user name or password. For information on proper
workload access credentials, see “Guidelines for
Workload and Container Credentials” on page 86.

9.3 Troubleshooting Problems during the Prepare
Replication Command (Windows)

Problems or Messages Solutions

Authentication error when verifying the controller The account used to add a workload needs to be
connection while setting up the controller on the allowed by this policy. See “Group Policy and User
source. Rights” on page 123.

Failure to determine whether .NET Framework is Check whether the Remote Registry service on the
installed (with exception The trust rel ationship sourceis enabled and started. See also

between this workstation and the primary “Troubleshooting Workload Inventory (Windows)” on
donmi n fail ed). page 119.

9.3.1 Group Policy and User Rights

Because of the way that PlateSpin Forge interacts with the source workload’s operating system, it
requires the administrator account that is used to add a workload to have certain user rights on the
source machine. In most instances, these settings are defaults of group policy; however, if the
environment has been locked down, the following user rights assignments might have been removed:

+ Bypass Traverse Checking

+ Replace Process Level Token

+ Act as part of the Operating System
In order to verify that these Group Policy settings have been set, you can run gpresul t /v from the
command line on the source machine, or alternately RSOP. nsc. If the policy has not been set, or has

been disabled, it can be enabled through either the Local Security Policy of the machine or through
any of the Domain Group Policies being applied to the machine.
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You can refresh the policy immediately by using gpupdat e /force.

Troubleshooting Workload Replication

Problems or Messages

Solutions

Recoverable error during replication either during
Scheduling Taking Snapshot of Virtual Machine or
Scheduling Reverting Virtual Machine to Snapshot
before Starting.

This problem occurs when the server is under load
and the process is taking longer than expected.

Wait until the replication is complete.

Workload issue requires user intervention

Several types of issues might cause this message. In
most cases the message should contain further
specifics about the nature of the problem and the
problem area (such as connectivity, credentials,. After
troubleshooting, wait for a few minutes.

If the message persists, contact PlateSpin Support.

All workloads go into recoverable errors because you
are out of disk space.

Verify the free space. If more space is required,
remove a workload.

Slow network speeds under 1 MB.

Confirm that the source machine’s network interface
card’s duplex setting is on and the switch it is
connected to has a matching setting. That is, if the
switch is set to auto, the source can’t be set to 100
MB.

Slow network speeds over 1 MB.

Measure the latency by running the following
command from the source workload:

pi ng i p—-t (replace ip with the IP address of your
Forge VM).

Allow it to run for 50 iterations and the average
indicates the latency.

Also see “Optimizing Data Transfer over WAN
Connections” on page 37.

The file transfer cannot begin - port 3725
is already in use

or

3725 unabl e to connect

Ensure that the port is open and listening:
Run net st at -ano on the workload.
Check the firewall.

Retry the replication.

Control |l er connection not established

Replication fails at the Take Control of Virtual
Machine step.

This error occurs when the replication networking
information is invalid. Either the DHCP server is not
available or the replication virtual network is not
routable to the Forge VM.

Change the replication IP to a static IP or enable the
DHCP server.

Ensure that the virtual network selected for replication
is routable to the Forge VM.
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Problems or Messages

Solutions

Replication job does not start (stuck at 0%)

This error can occur for different reasons and each has
a unique solution:

* For environments using a local proxy with
authentication, bypass the proxy or add proper
permissions to resolve this problem. See
Knowledgebase Article 7920339 (https://
www.netiq.com/support/kb/
doc.php?id=7920339).

+ |f local or domain policies restrict required
permissions, follow the steps outlined in
Knowledgebase Article 7920862 (https://
www.netiq.com/support/kb/
doc.php?id=7920862).

This is a common issue when Forge VM is affiliated
with a domain and the domain policies are applied with
restrictions. See “Group Policy and User Rights” on
page 123.

After a Windows Update, some files in the

C: \ W ndows\ Sof t war eDi stri buti on folder are not
transferred to the target machine during incremental
file-based replication.

This is a Microsoft Windows common practice: For
optimization purposes, some files are marked for
deletion in the

HKEY_LOCAL_MACHI NE\ Syst em Cur r ent Cont r ol Se
t\ Cont r ol \ BackupRest or e\ Fi | esNot ToSnapshot
registry key to prevent them from being included in
VSS snapshots. See the Microsoft Developer Network
article, Excluding Files from Shadow Copies (http://
msdn.microsoft.com/en-us/library/aa819132.aspx) for
more information.

Generally, these files are used to install Windows
updates before they are deleted and are no longer
necessary after the update. If you choose to restore
these files, run Windows Update on the target machine
after failover to repopulate the

Sof t war eDi stri buti on folder.

Troubleshooting the Configuration Service

After Test Failover or Failover, an error occurs on the target VM because of non-specific Configuration

Service issues. The common error message is:

Configuration service in the target machi ne does not seemto have started

Troubleshooting tips in this section explain common Configuration Service issues and some

alternative ways to resolve them.

¢ Section 9.5.1, “Understanding What Is Causing the Problem,” on page 126

¢ Section 9.5.2, “What Can Be Done to Resolve the Problem,” on page 126

+ Section 9.5.3, “Additional Troubleshooting Tips,” on page 129
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9.5.1

9.5.2

Understanding What Is Causing the Problem

The Configuration Service error indicates that the PlateSpin Server is unable to communicate with the
Configuration Service on the Target VM. Analyze your system to determine the possible root cause of
the problem.

+ “Target VM Fails to Boot” on page 126
+ “Network Is Not Set Up Correctly” on page 126
+ “Unable to Read or Write Status Messages to Floppy Devices” on page 126

Target VM Fails to Boot

The operating system must be loaded in the target VM in order for the Configuration Service to start
up normally. A failure to boot indicates that there could be a driver conflict, a boot loader error, or
possible disk corruption.

We recommend that you open a service ticket with Micro Focus Customer Care if the operating
system fails to boot on the target VM.

Network Is Not Set Up Correctly

The network must be set up correctly in order for the Configuration Service on the target workload to
communicate with the PlateSpin Server.

Ensure that you have configured your network in a way that the target workload can communicate
with the PlateSpin Server.

Unable to Read or Write Status Messages to Floppy Devices

The Configuration Service must be able to communicate with the floppy devices for VMware VMs in
order to read and write status messages for the PlateSpin Server.

On the target VM, verify that the machine is able to communicate with the floppy devices:

1 On the VM, open the log file (C: \ wi ndows\ pl at espi n\ confi gurati on\data\l og. t xt ).
2 Any of the following messages might be an indication that the floppy is inaccessible:

Failed (5) to wite to file \\?\ Vol ume{<gui d-nunber>}\1o0g. zi p

CopyFi | e \\ 2\ Vol urme{ <gui d- nunber >} \ wi ndows\ pl at espi n\confi guration\data\result.txt
to \\?\ Vol ume{<gui d- nunmber>}\result.txt failed

The out put floppy was not accessible after the tineout period

What Can Be Done to Resolve the Problem

To resolve a Configuration Service error, you can try any of the solutions in this section.

NOTE: Some settings in these solutions require Forge 11.2 with the latest patches applied.

+ “Skip the Target VM Reboot Optimizations” on page 127
+ “Reduce the Read/Write Traffic to Floppy Devices” on page 127
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+ “Change the Startup Type to Increase the Delay” on page 128
+ “Configure Conflicting Services to Not Run Automatically at Startup” on page 129

Skip the Target VM Reboot Optimizations

Forge tries to minimize the number of reboots that occur on the target VM by default in order to speed
up the Failover process. It is possible that allowing the additional reboots will improve the target VM’s
ability to communicate with the PlateSpin Server.

To skip reboot optimizations:

1 Log in to the PlateSpin Server, then open the PlateSpin Server Configuration page at:
htt ps:// Your _Pl at eSpi n_Ser ver/ pl at espi nconfi gurati on/
2 Search for the parameter ConfigurationServiceValues.

3 Edit the ConfigurationServiceValues parameter and set the SkipRebootOptimization option to
true.

4 Click Save.
5 Run an incremental or full replication.

The replication also propagates the modified configuration settings to the target VM.
6 Run the Test Failover or Failover again for affected workloads.

Reduce the Read/Write Traffic to Floppy Devices

You can decrease the number of times the PlateSpin Server attempts to read from and write to the
VMware input or output floppy devices if the diagnostic log shows the following error:

Information: 1: Attenpting floppy downl oad

followed by

Verbose: 1: Failed to copy file fromrenmte URL

-or-

Exception: The renote server returned an error: (500) Internal Server Error

This error is caused by VMware locking the resource. It indicates that the PlateSpin Server is
detaching and reattaching the floppy each time it checks the status. Locking can cause the target VM
to fail to read and write to the floppy device. See Using the VMware vCenter Server 4.x,5.x and 6.0
Datastore Browser to Download or Copy a Powered-On Virtual Machine's .vmx and .nvram Files Fails
(1019286) (https://kb.vmware.com/selfservice/microsites/
search.do?language=en_US&cmd=displayKC&externalld=1019286).

If you experience floppy device locking issues, you can increase values for the Configuration Service
polling settings on the PlateSpin Server:
vmwareConfigServicePollStartDelay
This parameter determines how long to wait before the PlateSpin Server starts polling for target
workload status. The default value is 120 seconds (2 minutes).
vmwareConfigServicePollintervallnMilliseconds

This parameter determines how frequently the PlateSpin Server attempts to communicate with
the target workload and to read or write to the VMware floppy devices. The poll interval default is
30000 ms (30 seconds).
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vmwareConfigServicePollStartTimeout
This parameter determines how long the PlateSpin Server waits after it starts the target VM
before it displays an error in the Web Interface. The default value is 420 seconds (7 minutes).
vmwareConfigServicePollUpdateTimeout
This parameter determines how long the PlateSpin Server waits after each polling interval before
displaying an error in the Web Interface. The default value is 300 seconds (5 minutes).

Higher values for these parameters reduce the frequency that the PlateSpin Server attempts to read
from and write to the VMware floppy devices on target VMs.

To reduce read and write traffic for VMware floppy devices:

1 Log in to the PlateSpin Server, then open the PlateSpin Server Configuration page at:
htt ps:// Your _Pl at eSpi n_Ser ver/ pl at espi nconfi gurati on/

2 Search for the Configuration Service polling parameters, modify their settings as appropriate,
then click Save.

For example:

vmwar eConf i gServi cePol | StartDel ay = 180 (3 mi nutes)

vmwar eConf i gServi cePol | Interval InM | 1iseconds = 300000 (5 mi nutes)
vmar eConfi gServi cePol | Start Ti meout = 1200 (20 mi nutes)

vmar eConf i gServi cePol | Updat eTi neout = 900 (15 mi nutes)

or

vmvar eConfi gServi cePol | StartDelay = 300 (5 minutes)

vmvar eConfi gServi cePol | I nterval InM11iseconds = 480000 (8 mi nutes)
vmwar eConf i gServi cePol | Start Ti meout = 1200 (20 mi nutes)

vmar eConf i gServi cePol | Updat eTi meout = 900 (15 mi nutes)

3 Run an incremental or full replication.
The replication also propagates the modified configuration settings to the target VM.
4 Run the Test Failover or Failover again for affected workloads.

Change the Startup Type to Increase the Delay

The Configuration Service might be coming up before resources are accessible. You can change the
Configuration Service startup type to have increase the delay.

To change the startup type:

1 Log in to the PlateSpin Server, then open the PlateSpin Server Configuration page at:
htt ps:// Your _Pl at eSpi n_Ser ver/ pl at espi nconfi gurati on/

2 Search for the parameter windowsConfigServiceStartType.

3 Change the windowsConfigServiceStartType value to AutoDelay.
Options for windowsConfigServiceStartType are:

+ GroupDelay is the default value and adds the Configuration Service to the end of the
ServiceGroupOrder in the registry.
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+ AutoDelay will maximize the amount of time the service waits before starting (2 minutes
after boot). Also modify the ServicesPipeTimeoutForWindowsConfigService parameter
value in Step 4.

+ NoDelay is the most efficient option and starts the service as soon as Windows can.
However, it is not recommended because of the potential issues connecting to resources.

4 (AutoDelay) Change the ServicesPipeTimeoutForWindowsConfigService parameter setting to
180 seconds to account for the 120 seconds that the service will take to start up after boot when
AutoDelay is set for windowsConfigServiceStartType in Step 3.

5 Click Save.
6 Run an incremental or full replication.

The replication also propagates the modified configuration settings to the target VM.
7 Run the Test Failover or Failover again for affected workloads.

Configure Conflicting Services to Not Run Automatically at Startup

During a failover action, a Windows service interferes with the mounting of floppy drivers.

Determine which Windows Services are configured to start up at reboot. Some services are known to
interfere with the Configuration Service writing to a floppy, such as Wireless Configuration and some
Anti-virus software. You should configure these services to not run automatically on Test Failover or

Failover, then run the Test Failover or Failover again.

You can also try to disable all non-essential services for Test Failover and Failover on the
Configuration page, then run the Test Failover or Failover again.

Additional Troubleshooting Tips

If the Configuration Service cannot contact the PlateSpin Server, diagnostics will tell only part of the
picture. You must also get logs from the target VM:

+ Windows workloads: The Configuration Service logs are found in the
C: \ wi ndows\ pl at espi n\ confi gurati on\ dat a folder.

+ Thel og. t xt file contains all of the logging information, but the Confi g. i ni file is useful in
understanding what is to be configured.

+ Theresult.txt file contains the status of the Configuration Service run.

+ |f the target VM cannot read from the input floppy device, it will not have the merged
Confi g.ini file, which might include custom network configuration information for the test
failover network environment.

¢ Ifthe Confi g.ini file has no network related information (such as a [ Nl Q0] , the target VM
network adapter might have special characters in the name.

It is a known issue that the Confi g. i ni file might not be accurate until it is merged with the
one from the floppy device.

+ The target VM tries a reboot if it cannot connect to either the output floppy or input floppy
(one time only). You will see a confi g.ini.fl oppyreboot file if this is the case.

+ Linux workloads: The Configuration Service logs are found in the / t np folder.
¢ The main log files are named fi | e*. pl at espi n. fil eLogger .

We recommend examining any configuration folders in / t np. Tar the configuration folders
along with the fi | e*. pl at espi n. fi | eLogger files to send to Micro Focus Customer Care.

+ Other config files to check for include the following:
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[t mp/ O x. RunCommrand. Qut put *
/ t mp/ * Di skHel per *
/ t mp/ *VnTool s*
+ The configuration file is / usr/ 1i b/ psconfi gservi ce/ dat a/ confi g. conf.

¢ The end result log file is / usr/ 1'i b/ psconfi gservi ce/data/resul t.txt.

Troubleshooting Traffic-forwarding Workloads

In some scenarios, the replica of a workload that is forwarding network traffic (for example, if the
workload’s purpose is to serve as a network bridge for NAT, VPN, or a firewall) might show significant
network performance degradation. This is related to a problem with VMXNET 2 and VMXNET 3
adapters that have LRO (large receive offload) enabled.

To work around this issue, you need to disable LRO on the virtual network adapter. For more
information, see Knowledgebase Article 7005495 (https://www.netiq.com/support/kb/
doc.php?id=7005495).

Troubleshooting Online Help

On some systems with enhanced browser security settings (such as Internet Explorer 8 on Windows
Server 2008), the Expand and Collapse icons (+ and -) in the Table of Contents might fail to work. To
fix the issue, enable JavaScript in your browser.

To enable JavaScript:

¢ Chrome:
1. From the Chrome menu, select Settings, then scroll to and click Show advanced settings.
2. Under Privacy, click Content Settings.
3. Scroll to JavaScript, then select Allow all sites to run JavaScript.
4. Click Done.
+ Firefox:
1. In the Location bar, type about : confi g and press Enter.
2. Click I'll be careful, | promise!
3. Inthe Search bar, type j avascri pt. enabl ed, then press Enter.
4

. In the search results, view the value for the j avascri pt. enabl ed parameter. If its value is
f al se, right-click j avascri pt. enabl ed and select Toggle to set its value to t r ue.

¢ Internet Explorer:
1. From the Tools menu, select Internet Options.
Select Security, then click Custom level.
Scroll to Scripting > Active scripting, then select Enable.
Click Yes at the warning dialog box, then click OK.
Click Apply > OK.

o~ wDd
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9.8 Generating and Viewing Diagnostic Reports

In the PlateSpin Forge Web Interface, after you have executed a command, you can generate
detailed diagnostic reports about the command’s details.
1 Click Command Details, then click the Generate link in the lower right of the panel.
After a few moments, the page refreshes and displays a Download link above the Generate link.
2 Click Download.
A . zi p file contains the comprehensive diagnostic information about the current command.
3 Save the file, then extract the diagnostics to view them.
4 Have the . zi p file ready if you need to contact Technical Support.

9.9 Removing Workloads

In some circumstances you might need to remove a workload from the PlateSpin Forge inventory and
re-add it later.

1 On the Workloads page, select the workload that you want to remove, then click Remove
Workload.

(Conditional) For Windows workloads previously protected through block-level replication, the
PlateSpin Forge Web Interface prompts you to indicate whether you also want to remove the
Block-Based Components. You can make the following selections:

+ Do not remove components: The components will not be removed.

+ Remove components but do not restart workload: The components will be removed.
However, a reboot of the workload will be required to complete the uninstallation process.

+ Remove components and restart workload: The components will be removed, and the
workload will be automatically rebooted. Ensure that you carry out this operation during
scheduled downtime.

2 On the Command Confirmation page, click Confirm to execute the command.

Wait for the process to complete.

910 Post-Protection Workload Cleanup

Use these steps to clean up your source workload from all PlateSpin software components when
required, such as following an unsuccessful or problematic protection.

The following sections include more information:

+ Section 9.10.1, “Cleaning Up Windows Workloads,” on page 131
¢ Section 9.10.2, “Cleaning Up Linux Workloads,” on page 132

9.101 Cleaning Up Windows Workloads

Component Removal Instructions

PlateSpin Block-Based See Knowledgebase Article 7005616 (https://www.netiq.com/support/kb/
Transfer Component doc.php?id=7005616).
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132

Component

Removal Instructions

Third-party Block-based
Transfer Component
(discontinued)

1. Use the Windows Add/Remove Programs applet (run appwi z. cpl ) and
remove the component. Depending on the source, you might have either of
the following versions:

+ SteelEye Data Replication for Windows v6 Update2
¢ SteelEye DataKeeper For Windows v7

2. Reboot the machine.

File-based Transfer
Component

At root level for each volume under protection, remove all files named
Pl at eSpi nCat al og*. dat

Workload Inventory
software

In the workload’s W ndows directory:

+ Remove all files named nachi nedi scovery*.

+ Remove the subdirectory named pl at espi n.

Controller software

1. Open a command prompt and change the current directory to:
+ \Program Fil es\ pl at espi n* (32-bit systems)
¢ \Program Fil es (x86)\ pl at espi n* (64-bit systems)
2. Run the following command:
of xcontrol | er.exe /uninstall

3. Remove the pl at espi n* directory

Cleaning Up Linux Workloads

Component

Removal Instructions

Controller software

+ Kill these processes:
¢ pkill -9 ofxcontrollerd
¢ pkill -9 ofxjobexec
+ remove the OFX controller rpm package:
rpm-e of xcontrollerd

+ In the workload’s file system, remove the / usr/ | i b/ of x directory with its
contents.
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Component Removal Instructions

Block-level data transfer 1. Check if the driver is active:

software
Isnod | grep bl kwatch

If the driver is still loaded in memory, the result should contain a line, similar
to the following:
bl kwat ch_7616 70924 0

2. (Conditional) If the driver is still loaded, remove it from memory:
rmmod bl kwat ch_7616

3. Remove the driver from the boot sequence:
bl kconfig -u

4. Remove the driver files by deleting the following directory with its contents:
/11 b/ modul es/ [ Ker nel _Version]/ Pl at espin

5. Delete the following file:

/ et ¢/ bl kwat ch. conf

LVM snapshots LVP snapshots used by ongoing replications are named according to a
vol une_nane- PS- snapshot convention. For example, a snapshot of a
LogVol 01 volume will be named LogVol 01- PS- snapshot .

To remove these LVM snapshots:
1. Generate a list of snapshot on the required workload by using one of the
following ways:

+ Use the PlateSpin Forge Web Interface to generate a Job Report for
the failed job. The report should contain information about LVM
snhapshots and their names.

-OR -

¢ On the required Linux workload, run the following command to display
a list of all volumes and snapshots:

# lvdisplay -a
2. Note the names and locations of the snapshots you want to remove.
3. Remove the snapshots by using the following command:

| vrenove snapshot_name

Bitmap files For each volume under protection, at the root of the volume, remove the
corresponding . bl ocks_bi t map file.

Tools On the source workload, under / shi n, remove the following files:

¢ bmaputil

+ bl kconfig

Shrinking the PlateSpin Forge Databases

When the PlateSpin Forge databases (OFX, PortabilitySuite, and Protection) reach a predetermined
capacity, cleanup on those databases occurs at regular intervals. If there is a need to further regulate
the size or content of those databases, Forge provides a utility (Pl at eSpi n. DBCl eanup. exe) to
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further clean up and shrink those databases. Knowledgebase Article 7006458 (https://
www.netig.com/support/kb/doc.php?id=7006458) explains the location of the tool and the options
available for it, should you decide to use it for offline database operations.

Active Directory Domain Services Are Not
Available After a Failback (Windows)

Active Directory domain services might not come up after a Failover, if chkdsk errors occur. Two
avoidable causes of chkdsk errors are:

+ Log files related to Microsoft Updates if the source machine is not up-to-date with all Microsoft
recommended patches or updates when you perform the first full replication.

+ System files and folders that should be excluded from your anti-virus software.

To avoid these issues, NetlQ recommends the following best practices before you run the first full
replication:

+ Ensure that you update Windows (Windows Update) on your source system before you run the
first full replication. If the Windows machine is a Domain Controller, ensure that you also disable
anti-virus software on the system during the replication.

+ Ensure that you set up your anti-virus software with the recommended file and folder exclusions
described in the Microsoft Knowledge Article: Virus scanning recommendations for Enterprise
computers that are running currently supported versions of Windows (KB: 822158) (https://
support.microsoft.com/en-us/kb/822158).
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A1

A11

A1.2

Linux Distributions Supported by
Forge

PlateSpin Forge software includes pre-compiled versions of the bl kwat ch driver for many non-debug
Linux distributions (32-bit and 64-bit). This section includes the following information:

¢ Section A.1, “Analyzing Your Linux Workload,” on page 135
+ Section A.2, “PlateSpin Forge Pre-compiled “blkwatch” Driver (Linux),” on page 136

Analyzing Your Linux Workload

Prior to determining whether PlateSpin Forge has a bl kwat ch driver for your Linux distribution, you
need to learn more about the kernel of your Linux workload so that you can use it as a search term
against the list of supported distributions. This section includes the following information:

+ Section A.1.1, “Determining the Release String,” on page 135
+ Section A.1.2, “Determining the Architecture,” on page 135

Determining the Release String

You can determine the release string of the kernel of your Linux workload by running the following
command at the workload’s Linux terminal:

unane -r
For example, if you run uname -r, you might see the following output:
3.0.76-0.11-defaul t

If you search the list of distributions, you see there are two entries that match this string:

¢ SLES11SP3-GA-3.0.76-0.11-defaul t-x86
¢ SLES11SP3-GA-3.0.76-0.11-defaul t-x86_64

The search results indicate that the product has drivers for both 32-bit (x86) and 64-bit (x86_64)
architectures.

Determining the Architecture

You can determine the architecture of your Linux workload by running the following command at the
workload’s Linux terminal:

uname -m
For example, if you run uname - m you might see the following output:
x86_64

With this information, you can determine that the workload has 64-bit architecture.
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A.2 PlateSpin Forge Pre-compiled “blkwatch” Driver
(Linux)

Following is a list of non-debug Linux distributions for which PlateSpin Forge has a bl kwat ch driver.
You can search the list to determine if the release string and architecture of your Linux workload
kernel matches a supported distribution in the List of Distributions. If you find your release string and
architecture, PlateSpin Forge has a pre-compiled version of the bl kwat ch driver.

If your search is unsuccessful, you can create a custom bl kwat ch driver by following the steps found
in the Knowledgebase Article 7005873 (https://www.netiq.com/support/kb/doc.php?id=7005873).
Self-compiled drivers are supported only for the Linux major and minor kernel versions that appear in
the List of Distributions, or a patched version thereof. If the major and minor kernel version in the
release string of your Linux workload kernel matches a major and minor kernel version in the list, your
self-compiled driver will be supported.

¢ Section A.2.1, “List Item Syntax,” on page 136
+ Section A.2.2, “List of Distributions,” on page 136
¢ Section A.2.3, “Other Linux Distributions That Use blkwatch Drivers,” on page 145

A.2.1 List Iltem Syntax

Each item in the list is formatted using the following syntax:
<Di st ro0>- <Pat ch>- <Ker nel _Rel ease_Stri ng>- <Kernel _Architecture>

So, for a SLES 9 SP1 distribution with a kernel release string of 2. 6. 5- 7. 139- bi gsnp for 32-bit (x86)
architecture, the item is listed in a format like this:

SLES9- SP1- 2. 6. 5- 7. 139- bi gsnp- x86

A.2.2 List of Distributions

RHEL4- GA- 2. 6. 9- 5. EL- x86

RHEL4- GA- 2. 6. 9- 5. EL-x86_64
RHEL4- GA- 2. 6. 9- 5. ELhugenem x86
RHEL4- GA- 2. 6. 9- 5. ELsnp- x86
RHEL4- GA- 2. 6. 9- 5. ELsnp- x86_64
RHEL4- Ul- 2. 6. 9- 11. EL- x86

RHEL4- Ul- 2. 6. 9- 11. EL- x86_64
RHEL4- Ul- 2. 6. 9- 11. ELhugenmem x86
RHEL4- Ul- 2. 6. 9- 11. ELsnp- x86
RHEL4- Ul- 2. 6. 9- 11. ELsnp- x86_64
RHEL4- U2- 2. 6. 9- 22. EL- x86

RHEL4- U2- 2. 6. 9- 22. EL- x86_64
RHEL4- U2- 2. 6. 9- 22. ELhugenmem x86
RHEL4- U2- 2. 6. 9- 22. ELsnp- x86
RHELA4- U2- 2. 6. 9- 22. ELsnp- x86_64
RHEL4- U3- 2. 6. 9- 34. EL- x86

RHEL4- U3- 2. 6. 9- 34. EL- x86_64
RHEL4- U3- 2. 6. 9- 34. ELhugenem x86
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RHEL4- U3- 2.
RHEL4- U3- 2.
RHEL4- U3- 2.
RHEL4- U4- 2.
RHEL4- U4- 2.
RHEL4- U4- 2.
RHEL4- U4- 2.
RHEL4- U4- 2.
RHEL4- U4- 2.
RHEL4- Us- 2.
RHEL4- U5- 2.
RHEL4- Us- 2.
RHEL4- Us- 2.
RHEL4- U5- 2.
RHEL4- Us- 2.
RHEL4- UG- 2.
RHEL4- UG- 2.
RHEL4- We- 2.
RHEL4- UG- 2.
RHEL4- UG- 2.
RHEL4- Ue- 2.
RHEL4- U7- 2.
RHEL4- U7- 2.
RHEL4- U7- 2.
RHEL4- U7- 2.
RHEL4- U7- 2.
RHEL4- U7- 2.
RHEL4- U8- 2.
RHEL4- US- 2.
RHEL4- UB- 2.
RHEL4- U8- 2.
RHEL4- U8- 2.
RHEL4- U8- 2.
RHEL4- W9- 2.
RHEL4- Wo- 2.
RHEL4- W9- 2.
RHEL4- W9- 2.
RHEL4- Wo- 2.
RHEL4- W9- 2.
RHELS5- GA- 2.
RHELS- GA- 2.
RHELS5- GA- 2.
RHELS5- UL- 2.
RHELS- UL- 2.
RHELS5- UL- 2.

DDPDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDDD DD DD DD

. 9-34.

9- 34.
9- 34.
9-42.
9-42.
9-42.
9-42.
9-42.
9-42.
9- 55.
9-55.
9- 55.
9- 55.
9- 55.
9- 55.
9- 67.
9-67.
9- 67.
9- 67.
9-67.
9-67.
9-78.
9-78.
9-78.
9-78.
9-78.
9-78.
9- 89.
9- 89.
9- 89.
9- 89.
9- 89.
9- 89.

. 9-100.
. 9-100.
. 9-100.
9- 100.
. 9-100.
9- 100.
. 18-8.

. 18-8.

. 18- 8.

.18-53
. 18- 53
. 18- 53

ELI ar gesnp- x86_64
ELsnp- x86

ELsnp- x86_64

EL- x86

EL- x86_64
ELhugenem x86

ELI ar gesnp- x86_64
ELsnp- x86

ELsnp- x86_64

EL- x86

EL- x86_64
ELhugenem x86

ELI ar gesnp- x86_64
ELsnp- x86

ELsnp- x86_64

EL- x86

EL- x86_64
ELhugenem x86

ELI ar gesnp- x86_64
ELsnp- x86

ELsnp- x86_64

EL- x86

EL- x86_64
ELhugenem x86

ELI ar gesnp- x86_64
ELsnp- x86

ELsnp- x86_64

EL- x86

EL- x86_64
ELhugenem x86

ELI ar gesnp- x86_64
ELsnp- x86

ELsnp- x86_64

EL- x86

EL- x86_64
ELhugenem x86
ELI ar gesnp- x86_64
ELsnp- x86

ELsnp- x86_64

el 5- x86

el 5-x86_64

el 5PAE- x86

. el 5-x86

. el 5-x86_64

. el 5PAE- x86

RHEL5- U10- 2. 6. 18- 371. el 5-x86
RHEL5- U10- 2. 6. 18- 371. el 5-x86_64
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RHEL5- U10- 2. 6. 18- 371. el 5PAE- x86
RHEL5- UL1- 2. 6. 18- 398. el 5-x86

RHEL5- UL1- 2. 6. 18- 398. el 5- x86_64
RHEL5- UL1- 2. 6. 18- 398. el 5PAE- x86

RHELS5- U2- 2. 6. 18- 92. el 5-x86
RHEL5- U2- 2. 6. 18- 92. el 5-x86_64
RHEL5- U2- 2. 6. 18- 92. el 5PAE- x86
RHEL5- U3- 2. 6. 18- 128. el 5- x86
RHEL5- U3- 2. 6. 18- 128. el 5- x86_64
RHEL5- U3- 2. 6. 18- 128. el 5PAE- x86
RHEL5- U4- 2. 6. 18- 164. el 5- x86
RHEL5- U4- 2. 6. 18- 164. el 5-x86_64
RHEL5- U4- 2. 6. 18- 164. el 5PAE- x86
RHEL5- U5- 2. 6. 18- 194. el 5- x86
RHEL5- Us- 2. 6. 18- 194. el 5- x86_64
RHEL5- Us- 2. 6. 18- 194. el 5PAE- x86
RHEL5- UG- 2. 6. 18- 238. el 5- x86
RHEL5- UG- 2. 6. 18- 238. el 5- x86_64
RHEL5- UG- 2. 6. 18- 238. el 5PAE- x86
RHEL5- U7- 2. 6. 18- 274. el 5- x86
RHEL5- U7- 2. 6. 18- 274. el 5- x86_64
RHEL5- U7- 2. 6. 18- 274. el 5PAE- x86
RHEL5- U8- 2. 6. 18- 308. el 5- x86
RHEL5- UB- 2. 6. 18- 308. el 5- x86_64
RHEL5- UB- 2. 6. 18- 308. el 5PAE- x86
RHEL5- U9- 2. 6. 18- 348. el 5- x86
RHEL5- U9- 2. 6. 18- 348. el 5-x86_64
RHEL5- U9- 2. 6. 18- 348. el 5PAE- x86
RHEL6- GA- 2. 6. 32-71. el 6. i 686- x86
RHELG- GA- 2. 6. 32-71. el 6. x86_64- x86_64
RHEL6- UL- 2. 6. 32-131. 0. 15. el 6. i 686- x86
RHEL6- UL- 2. 6. 32-131. 0. 15. el 6. x86_64- x86_64
RHEL6- U2- 2. 6. 32-220. el 6. i 686- x86
RHEL6- U2- 2. 6. 32- 220. el 6. x86_64- x86_64
RHELG6- U3- 2. 6. 32-279. el 6. i 686- x86
RHEL6- U3- 2. 6. 32-279. el 6. x86_64- x86_64
RHEL6- U4- 2. 6. 32-358. el 6. i 686- x86
RHELG- U4- 2. 6. 32- 358. el 6. x86_64- x86_64
RHELG- Us- 2. 6. 32-431. el 6. i 686-x86
RHEL6- Us- 2. 6. 32-431. el 6. x86_64- x86_64
RHELG6- UG- 2. 6. 32- 504. el 6- x86

6

RHEL6- U6- 2. 6. 32- 504. el 6- x86_64

RHEL7- GA- 3. 10. 0- 123. el 7. x86_64- x86_64
SLES10- GA- 2. 6. 16. 21- 0. 8- bi gsnp- x86
SLES10- GA- 2. 6. 16. 21- 0. 8- def aul t - x86
SLES10- GA- 2. 6. 16. 21- 0. 8- def aul t - x86_64
SLES10- GA- 2. 6. 16. 21- 0. 8- snp- x86
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SLES10- GA- 2. 6. 16. 21- 0. 8- snp- x86_64
SLES10- GA- 2. 6. 16. 21- 0. 8- xen- x86

SLES10- GA- 2. 6. 16. 21- 0. 8- xen- x86_64
SLES10- GA- 2. 6. 16. 21- 0. 8- xenpae- x86
SLES10- SP1- 2. 6. 16. 46- 0. 12- bi gsnp- x86
SLES10- SP1- 2. 6. 16. 46- 0. 12- def aul t - x86
SLES10- SP1- 2. 6. 16. 46- 0. 12- def aul t - x86_64
SLES10- SP1- 2. 6. 16. 46- 0. 12- snp- x86
SLES10- SP1- 2. 6. 16. 46- 0. 12- snp- x86_64
SLES10- SP1- 2. 6. 16. 46- 0. 12- xen- x86
SLES10- SP1- 2. 6. 16. 46- 0. 12- xen- x86_64
SLES10- SP1- 2. 6. 16. 46- 0. 12- xenpae- x86
SLES10- SP2- 2. 6. 16. 60- 0. 21- bi gsnp- x86
SLES10- SP2- 2. 6. 16. 60- 0. 21- def aul t - x86
SLES10- SP2- 2. 6. 16. 60- 0. 21- def aul t - x86_64
SLES10- SP2- 2. 6. 16. 60- 0. 21- snp- x86
SLES10- SP2- 2. 6. 16. 60- 0. 21- snp- x86_64
SLES10- SP2- 2. 6. 16. 60- 0. 21- xen- x86
SLES10- SP2- 2. 6. 16. 60- 0. 21- xen- x86_64
SLES10- SP2- 2. 6. 16. 60- 0. 21- xenpae- x86

R A S R L S S S A S

SLES10- SP2_LTSS U2- 2. 6. 16. 60- 0. 42. 54. 1- bi gsnp- x86
SLES10- SP2_LTSS U2- 2. 6. 16. 60- 0. 42. 54. 1- def aul t - x86
SLES10- SP2_LTSS_WU2- 2. 6. 16. 60- 0. 42. 54. 1- def aul t - x86_64
SLES10- SP2_LTSS U2- 2. 6. 16. 60- 0. 42. 54. 1- snp- x86
SLES10- SP2_LTSS U2- 2. 6. 16. 60- 0. 42. 54. 1- snp- x86_64
SLES10- SP2_LTSS U2- 2. 6. 16. 60- 0. 42. 54. 1- xen- x86
SLES10- SP2_LTSS U2-2. 6. 16. 60- 0. 42. 54. 1- xen- x86_64
SLES10- SP2_LTSS W2-2.6.16. 60-0. 42. 54. 1- xenpae- x86

SLES10- SP3- 2. 6. 16. 60- 0. 54. 5- bi gsnp- x86
SLES10- SP3- 2. 6. 16. 60- 0. 54. 5- def aul t - x86
SLES10- SP3- 2. 6. 16. 60- 0. 54. 5- def aul t - x86_64
SLES10- SP3- 2. 6. 16. 60- 0. 54. 5- snp- x86
SLES10- SP3- 2. 6. 16. 60- 0. 54. 5- snp- x86_64
SLES10- SP3- 2. 6. 16. 60- 0. 54. 5- xen- x86
SLES10- SP3- 2. 6. 16. 60- 0. 54. 5- xen- x86_64
SLES10- SP3- 2. 6. 16. 60- 0. 54. 5- xenpae- x86

0000000000000 00000000

SLES10- SP3_LTSS Ul-2.6.16. 60-0.113. 1- bi gsnp- x86
SLES10- SP3_LTSS Ul-2. 6. 16. 60-0. 113. 1-def aul t - x86
SLES10- SP3_LTSS Ul-2.6.16.60-0.113. 1-def aul t - x86_64
SLES10- SP3_LTSS Ul-2.6.16.60-0.113. 1- snp-x86
SLES10- SP3_LTSS Ul-2. 6. 16. 60-0. 113. 1- snp-x86_64
SLES10- SP3_LTSS Ul-2.6.16. 60-0.113. 1- xen-x86
SLES10- SP3_LTSS Ul-2.6.16.60-0.113. 1-xen-x86_64
SLES10- SP3_LTSS U1-2. 6. 16. 60-0. 113. 1- xenpae- x86
SLES10- SP3_LTSS W2-2. 6. 16. 60-0. 123. 1- bi gsnp- x86
SLES10- SP3_LTSS W2-2.6.16. 60-0.123. 1-def aul t - x86
SLES10- SP3_LTSS _U2- 2. 6. 16. 60-0. 123. 1- def aul t - x86_64
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SLES10- SP3_LTSS_U2- 2.
SLES10- SP3_LTSS_U2- 2.
SLES10- SP3_LTSS_U2- 2.
SLES10- SP3_LTSS_U2- 2.
SLES10- SP3_LTSS_U2- 2.
SLES10- SP4- 2. 6. 16. 60-

SLES10- SP4- 2. 6. 16. 60-
SLES10- SP4- 2. 6. 16. 60-
SLES10- SP4- 2. 6. 16. 60-
SLES10- SP4- 2. 6. 16. 60-
SLES10- SP4- 2. 6. 16. 60-
SLES10- SP4- 2. 6. 16. 60-

SLES10- SP4- 2. 6. 16. 60-
SLES10- SP4_LTSS_UL- 2.
SLES10- SP4_LTSS_Ul- 2.
SLES10- SP4_LTSS_UL- 2.
SLES10- SP4_LTSS_UL- 2.
SLES10- SP4_LTSS_Ul- 2.
SLES10- SP4_LTSS_UL- 2.
SLES10- SP4_LTSS_UL- 2.
SLES10- SP4_LTSS_Ul- 2.
SLES10- SP4_LTSS_U2- 2.
SLES10- SP4_LTSS_U2- 2.
SLES10- SP4_LTSS_U2- 2.
SLES10- SP4_LTSS_U2- 2.
SLES10- SP4_LTSS_U2- 2.
SLES10- SP4_LTSS_U2- 2.
SLES10- SP4_LTSS_U2- 2.
SLES10- SP4_LTSS_U2- 2.

SLES10- SP4_W4- 2. 6. 16.
SLES10- SP4_W4- 2. 6. 16.
SLES10- SP4_U4- 2. 6. 16.
SLES10- SP4_UW4- 2. 6. 16.
SLES10- SP4_W4- 2. 6. 16.
SLES10- SP4_U4- 2. 6. 16.
SLES10- SP4_UW4- 2. 6. 16.
SLES10- SP4_W4- 2. 6. 16.
SLES10- SP4_U5- 2. 6. 16.
SLES10- SP4_U5- 2. 6. 16.
SLES10- SP4_Us- 2. 6. 16.
SLES10- SP4_U5- 2. 6. 16.
SLES10- SP4_U5- 2. 6. 16.
SLES10- SP4_Us- 2. 6. 16.
SLES10- SP4_U5- 2. 6. 16.
SLES10- SP4_U5- 2. 6. 16.
SLES10- SP4_U6- 2. 6. 16.
SLES10- SP4_U6- 2. 6. 16.

0000000000000 000000000000

o
Q@
o

16.
16.
16.
16.
16.
85.
85.
85.
85.
85.
85.
85.
85.
16.
16.
16.
16.
16.
16.
16.
16.
16.
16.
16.
16.
16.
16.
16.
16.
. 93. 1- bi gsnp- x86
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.

60- 0. 123. 1- snp- x86
60- 0. 123. 1- snp- x86_64
60- 0. 123. 1- xen- x86
60- 0. 123. 1- xen- x86_64
60- 0. 123. 1- xenpae- x86
1- bi gsnp- x86
1-def aul t - x86
1-defaul t - x86_64

1- snp- x86

1-snmp- x86_64

1- xen- x86

1- xen- x86_64

1- xenpae- x86

60- 0. 105. 1- bi gsnp- x86
60- 0. 105. 1- def aul t - x86

60- 0. 105. 1-def aul t - x86_64

60- 0. 105. 1- snp- x86

60- 0. 105. 1- snp- x86_64
60- 0. 105. 1- xen- x86

60- 0. 105. 1- xen- x86_64
60- 0. 105. 1- xenpae- x86
60- 0. 107. 1- bi gsnp- x86
60- 0. 107. 1- def aul t - x86

60- 0. 107. 1- def aul t - x86_64

60- 0. 107. 1- snp- x86
60- 0. 107. 1- snp- x86_64
60- 0. 107. 1- xen- x86
60- 0. 107. 1- xen- x86_64
60- 0. 107. 1- xenpae- x86

93. 1-def aul t - x86
93. 1-defaul t - x86_64
93. 1- snp- x86

93. 1- snp- x86_64

93. 1- xen- x86

93. 1- xen- x86_64

93. 1- xenpae- x86

97. 1- bi gsnp- x86

97. 1-def aul t - x86
97. 1-def aul t - x86_64
97. 1- snp- x86

97. 1- snp- x86_64

97. 1- xen- x86

97. 1- xen- x86_64

97. 1- xenpae- x86

99. 1- bi gsnp- x86

99. 1- def aul t - x86
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SLES10- SP4_UB- 2.
SLES10- SP4_UB- 2.
SLES10- SP4_Ub- 2.
SLES10- SP4_UB- 2.
SLES10- SP4_UB- 2.
SLES10- SP4_Ub- 2.
SLES10- SP4_U7- 2.
SLES10- SP4_UT- 2.
SLES10- SP4_U7- 2.
SLES10- SP4_UT- 2.
SLES10- SP4_U7- 2.
SLES10- SP4_U7- 2.
SLES10- SP4_U7- 2.
SLES10- SP4_UT- 2.
SLES10- SP4_Us- 2.
SLES10- SP4_U8- 2.
SLES10- SP4_U8- 2.
SLES10- SP4_Us- 2.
SLES10- SP4_U8- 2.
SLES10- SP4_U8- 2.
SLES10- SP4_Us- 2.
SLES10- SP4_U8- 2.

20D PDDDPDDDDDDDDDOD D DD

. 16.
. 16.
. 16.
16.
16.
16.
16.
16.
16.
. 16.
16.
. 16.
16.
16.
16.
16.
16.
16.
. 16.
16.
. 16.
. 16.

60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.
60- 0.

99.
99.
99.
99.
99.
99.
101.
101.
101.
101.
101.
101.
101.
101.
103.
103.
103.
103.
103.
103.
103.
103.

1- snp-x86
1-snp-x86_64
1- xen-x86

1- xen-x86_64
1- xenpae- x86
1- bi gsnp- x86
1-def aul t - x86

1- snp- x86

1-snp- x86_64
1- xen- x86

1- xen- x86_64
1- xenpae- x86
1- bi gsnp- x86
1-def aul t-x86

1- snp- x86
1-snmp- x86_64
1- xen-x86
1- xen- x86_64
1- xenpae- x86

SLES11- GA- 2. 6. 27. 19- 5-def aul t - x86
SLES11- GA- 2. 6. 27. 19- 5-def aul t - x86_64
SLES11- GA- 2. 6. 27. 19- 5- pae- x86

SLES11- SP1-2. 6. 32. 12-0.
SLES11- SP1-2. 6. 32. 12-0.
SLES11- SP1-2. 6. 32. 12-0.

SLES11- SP1_LTSS Ul-2.
SLES11- SP1_LTSS UL- 2.
SLES11- SP1_LTSS_UL- 2.
SLES11- SP1_LTSS W2- 2.
SLES11- SP1_LTSS_W2- 2.
SLES11- SP1_LTSS_U2- 2.
SLES11- SP1_U14- 2.
SLES11- SP1_U14- 2.
SLES11- SP1_U14- 2.
SLES11- SP1_U15- 2.
SLES11- SP1_U15- 2.
SLES11- SP1_U15- 2.
SLES11- SP1_U16- 2.
SLES11- SP1_U16- 2.
SLES11- SP1_U16- 2.

SLES11SP2- GA-3.0
SLES11SP2- GA-3. 0
SLES11SP2- GA-3.0
SLES11SP2- GA-3.0

o000 00000

13-0
13-0
13-0
13-0

32.
32.
32.
32.
32.
32.
32.
32.
. 32.

6. 32.
32.
32.
32.

32.
. 32.
54-0.
54-0.
54-0.
59-0.
59-0.
59-0.
59-0.
59-0.
59-0.

o000

6- def aul t - x86
6- defaul t - x86_64
6- pae- x86

1-defaul t -x86_64

1-defaul t-x86_64

1-defaul t-x86_64

59-0.
59-0.
59-0.
59-0.

9-def aul t - x86
9-defaul t-x86_64
9- pae- x86

13- def aul t - x86

59-0.
59-0.

13- pae- x86
3-defaul t-x86
3-defaul t-x86_64
3- pae- x86
3-defaul t-x86
3-defaul t-x86_64
3- pae- x86
7-defaul t - x86
7-defaul t-x86_64
7- pae- x86

. 27-def aul t - x86
.27-def aul t - x86_64
. 27- pae-x86

. 27-xXen-x86

13- defaul t-x86_64
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SLES11SP2- GA- 3. 0. 13- 0. 27- xen- x86_64

SLES11SP2- LTSS _UL-3. 0. 101-0. 7. 19-def aul t - x86
SLES11SP2- LTSS_UL- 3. 0. 101-0. 7. 19-def aul t - x86_64
SLES11SP2- LTSS Ul-3. 0. 101-0. 7. 19- pae- x86
SLES11SP2- LTSS Ul-3.0.101-0. 7. 19- xen- x86
SLES11SP2- LTSS UL-3. 0. 101-0. 7. 19- xen- x86_64
SLES11SP2- LTSS_U2- 3. 0.101-0. 7. 21-def aul t - x86
SLES11SP2- LTSS _U2-3. 0. 101-0. 7. 21-def aul t - x86_64
SLES11SP2- LTSS _U2-3. 0. 101-0. 7. 21- pae- x86
SLES11SP2- LTSS _U2-3. 0. 101-0. 7. 21- xen- x86

SLES11SP2- LTSS U2-3. 0. 101-0. 7. 21- xen- x86_64
SLES11SP2- Ul- 3. 0. 26- 0. 7- def aul t - x86
SLES11SP2- Ul- 3. 0. 26- 0. 7- def aul t - x86_64
SLES11SP2- Ul- 3. 0. 26- 0. 7- pae- x86

SLES11SP2- U1- 3. 0. 26- 0. 7- xen- x86

SLES11SP2- U1- 3. 0. 26- 0. 7- xen- x86_64
SLES11SP2- U10- 3. 0. 74- 0. 6. 8- def aul t - x86

SLES11SP2- U10- 3. 0. 74- 0. 6. 8- def aul t - x86_64
SLES11SP2- U10- 3. 0. 74- 0. 6. 8- pae- x86
SLES11SP2- U10- 3. 0. 74- 0. 6. 8- xen- x86
SLES11SP2- U10- 3. 0. 74- 0. 6. 8- xen- x86_64
SLES11SP2- U11- 3. 0. 74-0. 6. 10- def aul t - x86
SLES11SP2- Ul11- 3. 0. 74- 0. 6. 10- def aul t - x86_64
SLES11SP2- U11- 3. 0. 74- 0. 6. 10- pae- x86
SLES11SP2- U11- 3. 0. 74- 0. 6. 10- xen- x86

SLES11SP2- U11- 3.
SLES11SP2- U12- 3.
SLES11SP2- U12- 3.
SLES11SP2- U12- 3.
SLES11SP2- U12- 3.
SLES11SP2- U12- 3.
SLES11SP2- U13- 3.
SLES11SP2- U13- 3.
SLES11SP2- U13- 3.
SLES11SP2- U13- 3.
SLES11SP2- U13- 3.
SLES11SP2- U14- 3.
SLES11SP2- U14- 3.
SLES11SP2- Ul4- 3.
SLES11SP2- U14- 3.
SLES11SP2- U14- 3.
SLES11SP2- U15- 3.
SLES11SP2- U15- 3.
SLES11SP2- U15- 3.
SLES11SP2- U15- 3.
SLES11SP2- U15- 3.
SLES11SP2- U16- 3.

74-0. 6. 10- xen-x86_64
80- 0. 5-def aul t - x86
80- 0. 5-def aul t - x86_64
80- 0. 5- pae- x86

80- 0. 5- xen- x86

80- 0. 5- xen- x86_64
80-0. 7-def aul t - x86
80-0. 7-def aul t - x86_64
80- 0. 7- pae- x86

80- 0. 7- xen- x86

80- 0. 7- xen- x86_64
93-0. 5-def aul t-x86
93- 0. 5-def aul t - x86_64
93- 0. 5- pae- x86

93- 0. 5- xen- x86

93-0. 5-xen-x86_64
101- 0. 5-def aul t - x86
101-0. 5-def aul t - x86_64
101- 0. 5- pae- x86

. 101- 0. 5- xen- x86

. 101- 0. 5- xen- x86_64
.101-0. 7. 15- def aul t - x86

OO OO0 000000O00000000O0O0O00000000O0O0
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SLES11SP2- Ul6- 3.
SLES11SP2- U16- 3.
SLES11SP2- Ul16- 3.
SLES11SP2- Ul6- 3.
SLES11SP2- U17- 3.
SLES11SP2- Ul17- 3.
SLES11SP2- U17- 3.
SLES11SP2- U17- 3.
SLES11SP2- Ul17- 3.

SLES11SP2- U2- 3.
SLES11SP2- U2- 3.
SLES11SP2- U2- 3.
SLES11SP2- U2- 3.
SLES11SP2- U2- 3.
SLES11SP2- U3- 3.
SLES11SP2- U3- 3.
SLES11SP2- U3- 3.
SLES11SP2- U3- 3.
SLES11SP2- U3- 3.
SLES11SP2- U4- 3.
SLES11SP2- U4- 3.
SLES11SP2- U4- 3.
SLES11SP2- U4- 3.
SLES11SP2- U4- 3.
SLES11SP2- Us- 3.
SLES11SP2- Us- 3.
SLES11SP2- Us- 3.
SLES11SP2- Us- 3.
SLES11SP2- Us- 3.
SLES11SP2- UG- 3.
SLES11SP2- UG- 3.
SLES11SP2- U6- 3.
SLES11SP2- U6- 3.
SLES11SP2- UG- 3.
SLES11SP2- U7- 3.
SLES11SP2- U7- 3.
SLES11SP2- U7- 3.
SLES11SP2- U7- 3.
SLES11SP2- U7- 3.
SLES11SP2- U8- 3.
SLES11SP2- U8- 3.
SLES11SP2- U8- 3.
SLES11SP2- U8- 3.
SLES11SP2- U8- 3.
SLES11SP2- W9- 3.
SLES11SP2- 9- 3.
SLES11SP2- 9- 3.

OO0 0000000000000 000000000000O00O00000O0O0O0

OO0 o000 oo o

51-0.
51-0.
51-0.
51-0.
58-0.
58-0.
58-0.
58-0.
58-0.
58-0.
58-0.
58-0.
58-0.
58-0.
74-0.
74-0.
. 74-0.

9
9
9
9
9
7
7
7
7
7
5
5
5
5
5
7
7
7
7
7

o OO OO OO OO OO OO OO OO OO OO OO OO N N N N N

.101-0.
.101-0.
101- 0.
101- 0.
101-0.
101-0.
.101-0.
.101-0.
.101-0.
. 31-0.
31-0.
31-0.
31-0.
31-0.
34-0.
34-0.
34-0.
34-0.
34-0.
38-0.
38-0.
38-0.
38-0.
38-0.
42-0.
42-0.
42-0.
42-0.
42-0.
51-0.

. 15- pae-x86
. 15- xen- x86
. 15- xen-x86_64

. 17- pae-x86

. 17- xen-x86
7.17-xen-x86_64
def aul t - x86
def aul t - x86_64
pae- x86
xen-x86

xen- x86_64

def aul t - x86
def aul t - x86_64
pae- x86

xen- x86
xen-x86_64
defaul t - x86
defaul t-x86_64
pae- x86

xen- x86

xen- x86_64

def aul t - x86
def aul t - x86_64
pae- x86
xen-x86

xen- x86_64

N NN NN N NN

.9-default-x86

.9-defaul t-x86_64

. 9- pae- x86

. 9-xen- x86

. 9-xen- x86_64
. 2-def aul t-x86

. 2-defaul t-x86_64

. 2- pae- x86

. 2-Xen-x86

. 2-Xen- x86_64
. 6-defaul t-x86

. 6-defaul t - x86_64

. 6- pae- x86

. 6- xen- x86

. 6-xen-x86_64
. 6-defaul t-x86

. 6-defaul t-x86_64

. 6- pae- x86

. 15-def aul t - x86_64

.17-def aul t - x86
.17-defaul t -x86_64
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SLES11SP2- 9- 3.
SLES11SP2- 9- 3.
SLES11SP3- GA- 3.
SLES11SP3- GA- 3.
SLES11SP3- GA- 3.
SLES11SP3- GA- 3.
SLES11SP3- GA- 3.
SLES11SP3- Ul- 3.
SLES11SP3- Ul- 3.
SLES11SP3- UL- 3.
SLES11SP3- Ul- 3.
SLES11SP3- Ul- 3.
SLES11SP3- U2- 3.
SLES11SP3- U2- 3.
SLES11SP3- U2- 3.
SLES11SP3- U2- 3.
SLES11SP3- U2- 3.
SLES11SP3- U3- 3.
SLES11SP3- U3- 3.
SLES11SP3- U3- 3.
SLES11SP3- U3- 3.
SLES11SP3- U3- 3.
SLES11SP3- U4- 3.
SLES11SP3- W4- 3.
SLES11SP3- U4- 3.
SLES11SP3- U4- 3.
SLES11SP3- W4- 3.
SLES11SP3- Us- 3.
SLES11SP3- Us- 3.
SLES11SP3- Us- 3.
SLES11SP3- Us- 3.
SLES11SP3- Us- 3.
SLES11SP3- U6- 3.
SLES11SP3- UG- 3.
SLES11SP3- U6- 3.
SLES11SP3- UG- 3.
SLES11SP3- UG- 3.
SLES11SP3- U7- 3.
SLES11SP3- U7- 3.
SLES11SP3- U7- 3.
SLES11SP3- U7- 3.
SLES11SP3- U7- 3.
SLES11SP3- U8- 3.
SLES11SP3- U8- 3.
SLES11SP3- U8- 3.
SLES11SP3- U8- 3.
SLES11SP3- U8- 3.

OO0 0000000000000 000000000000000000000000000O0O0O0O0

. 74-0. 6. 6- xen-x86

74-0. 6. 6- xen-x86_64
76-0. 11- def aul t - x86
76-0.11-defaul t-x86_64
76-0. 11- pae-x86
76-0. 11- xen- x86
76-0. 11- xen-x86_64
82-0. 7-def aul t - x86
82-0. 7-defaul t - x86_64
82-0. 7- pae- x86
82-0. 7- xen- x86
82-0. 7- xen- x86_64

93- 0. 8-def aul t - x86
93- 0. 8-def aul t - x86_64
93- 0. 8- pae- x86

93- 0. 8- xen- x86

93- 0. 8- xen- x86_64

.101-0.

101-0.

.101-0.

101-0.
101-0.

.101-0.

101-0.

.101-0.
.101-0.
.101-0.

101-0.

.101-0.

101-0.
101-0.

.101-0.

101-0.

.101-0.
.101-0.
.101-0.

101-0.

.101-0.

101-0.
101-0.

.101-0.

101-0.

.101-0.
.101-0.
.101-0.
.101-0.
.101-0.

8- defaul t - x86
8-defaul t-x86_64
8- pae- x86

8- xen- x86

8- xen-x86_64
15-def aul t - x86
15-def aul t - x86_64
15- pae- x86

15- xen-x86

15- xen- x86_64
21-defaul t - x86
21-defaul t-x86_64
21- pae- x86

21- xen- x86

21- xen- x86_64
29-def aul t - x86
29-defaul t - x86_64
29- pae- x86

29- xen- x86

29- xen- x86_64
31-defaul t-x86
31-defaul t-x86_64
31- pae- x86

31- xen- x86

31- xen- x86_64
35-def aul t - x86
35-defaul t-x86_64
35- pae- x86

35- xen- x86

35- xen- x86_64
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SLES9- GA- 2. 6. 5- 7. 97- bi gsnp- x86
SLES9- GA- 2. 6. 5- 7. 97- def aul t - x86
SLES9- GA- 2. 6. 5-7.97-def aul t - x86_64
SLES9- GA- 2. 6. 5- 7. 97- snp- x86

SLES9- GA- 2. 6. 5- 7. 97- snp- x86_64

SLES9- SP1- 2. 6. 5- 7. 139- bi gsnp- x86
SLES9- SP1- 2. 6. 5-7. 139-def aul t - x86
SLES9- SP1- 2. 6. 5-7. 139-def aul t - x86_64
SLES9- SP1- 2. 6. 5- 7. 139- snp- x86

SLES9- SP1-2. 6. 5- 7. 139- snp- x86_64
SLES9- SP2- 2. 6. 5- 7. 191- bi gsnp- x86
SLES9- SP2- 2. 6. 5- 7. 191- def aul t - x86
SLES9- SP2- 2. 6. 5- 7. 191- def aul t - x86_64
SLES9- SP2- 2. 6. 5- 7. 191- snp- x86

SLES9- SP2- 2. 6. 5- 7. 191- snp- x86_64
SLES9- SP3- 2. 6. 5- 7. 244- bi gsnp- x86
SLES9- SP3- 2. 6. 5- 7. 244- def aul t - x86
SLES9- SP3- 2. 6. 5- 7. 244- def aul t - x86_64
SLES9- SP3- 2. 6. 5- 7. 244- snp- x86

SLES9- SP3- 2. 6. 5- 7. 244- snp- x86_64
SLES9- SP4- 2. 6. 5- 7. 308- bi gsnp- x86
SLES9- SP4- 2. 6. 5- 7. 308- def aul t - x86
SLES9- SP4-2. 6. 5- 7. 308- def aul t - x86_64
SLES9- SP4- 2. 6. 5- 7. 308- snp- x86

SLES9- SP4- 2. 6. 5- 7. 308- snp- x86_64

A.2.3 Other Linux Distributions That Use blkwatch Drivers

CentOS: PlateSpin Forge supports workloads for a CentOS version if it is based on a supported Red
Hat Enterprise Linux distribution. See the RHEL entries in the List of Distributions.

Open Enterprise Server: PlateSpin Forge supports workloads for an Open Enterprise Server 11
SPx version if it is based on a supported SUSE Linux Enterprise Server distribution, for kernel
versions 3.0.27 or later. See the SLES entries in the List of Distributions.

Oracle Enterprise Linux: PlateSpin Forge supports workloads for an Oracle Enterprise Linux
version if it is based on a supported Red Hat Enterprise Linux distribution, except for workloads using

the Unbreakable Enterprise Kernel. See the RHEL entries in the List of Distributions.
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Synchronizing Serial Numbers on
Cluster Node Local Storage

This section details the procedure you can use to change local volume serial numbers to match each
node of the Windows cluster that you want to protect. The information includes the use of the Volume
Manager utility (Vol uneManager . exe) to synchronize serial numbers on cluster node local storage.

To download and run the utility:
1 From the NetlQ Downloads site, search for the PlateSpin Forge product, then click Submit
Query.

2 On the Products tab, select PlateSpin Forge 11.2 to go to the product-specific download page,
then click proceed to download.

3 On the download page, click download on the Vol uneManager . exe line or select the
comparable download manager link.

4 Download the utility, then copy it to an accessible location on each cluster node.

5 On the active node of the cluster, open an administrative command prompt, navigate to the
location of the downloaded utility, and run the following command:

Vol ureManager . exe -|
A listing of the local volumes and their respective serial numbers is displayed. For example:

Vol une Listing:

DrivelLetter (*:) Vol uneld="System Reserved" Seri al Nunber: AABB-CCDD

DriveLetter (C) Voluneld=C\ Serial Nunber: 1122-3344

Make note of these serial numbers or keep them displayed for later comparison.

6 Verify that all local storage serial numbers of the active node match the local storage serial
numbers on each of the other nodes in the cluster.

6a On each cluster node, run the Vol uneManager . exe -1 command to obtain its volume serial
numbers.

6b Compare the local storage serial numbers of the active node (Step 5) against the local
storage serial numbers of the node (Step 6a).

6c (Conditional) If there are any differences in the serial numbers between the active node and
this node, take note of the serial number you want to propagate on this node and run the
following command to set, and then to verify the serial number:

Vol umeManager -s <Vol unel d> <seri al - nunber >

Following are two examples of how this command could be used:
+ Vol uneManager -s "System Reserved" AAAA- AAAA
¢ Vol uneManager -s C\ 1111-1111
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6d When you have successfully changed all of the volume serial numbers on a node of the
cluster, you need to restart that node.

6e Repeat Step 6a through Step 6d for each node of the cluster.

7 (Conditional) If the cluster has already been protected in a PlateSpin environment, we
recommend running a full replication on the active node to ensure that any changes are
propagated to the database.
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Rebranding the PlateSpin Forge
Web Interface

You can modify the appearance of the PlateSpin Forge Web Interface to match the look and feel of
your corporate identity, including colors, logo, and product name. You can even eliminate the links to
About tab and Help tab in the product interface.

This section includes information to help you change the branding of the product:

+ Section C.1, “Rebranding the Interface By Using Configuration Parameters,” on page 149
¢ Section C.2, “Rebranding the Product Name in the Windows Registry,” on page 152

Rebranding the Interface By Using Configuration
Parameters

As with other aspects of the PlateSpin Server’s behavior, you control the appearance of its Web
Interface can be controlled by using configuration parameters that you set on a configuration web
page residing your Forge VM (ht t ps: // Your _PI at eSpi n_Server/ pl at espi nconfi guration/).
Using these parameters, you can give the Web Interface a “look and feel” that is proprietary to your
own organization. This section includes information that you can use to set up custom branding.

Use the following procedure for changing and applying any configuration parameters:
1 From any web browser, open htt ps:// Your _Pl at eSpi n_Server/ pl at espi nconfi guration/,
then log in as Administrator.
2 Locate the required server parameter, click Edit, then change its value.

For more information, see Figure C-1 and the setting name, description, and default value
information for each modifiable element.

3 Save and your settings and exit the page.

Although no reboot or restart of services is required after the change is made in the configuration
tool, it might take up to 30 seconds for the change to take effect in the interface.
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The Web Interface has some common “look and feel” elements throughout its various pages. The
illustration of the PlateSpin Forge Dashboard in Figure C-1 identifies the elements you can modify
with numbered callouts.

Figure C-1 PlateSpin Forge Web Interface with Configurable Elements Labeled (inset added)
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The table below lists the identified interface element (or “ID”) in the screen shot above, the setting
name, description, and default value. Use the PlateSpin Server Configuration Settings page to
change these values (that is, on the settings page, click Edit on a configuration value), according to
the new “look and feel” you want.
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Setting Name and Description Default Value

2

WebUl Favi conUr | 1

~/ doc/ en/ favicon.ico
Location of a valid . i co graphic file. Specify one of the
following:

+ Avalid URL to the appropriate . i co file on a different
machine.

For example: https://myserver.example.com/dir1/dir2/
icons/mycompany_favicon.ico

+ Arelative path below the root of the local web server
where you have uploaded the appropriate . i co file.

For example, if you create a path called
nyconpany\ i mages\ i cons at the root of the web server
to store your custom icon graphics:

~/ myconpany/ i mages/ i cons/
nyconpany_favi con.ico

In this example, the actual file system path that contains
the file is C: \ Program Fi |l es (x86)\ Pl at eSpi n
Protect Server\Pl ateSpin

For ge\ web\ myconpany\ i nages\i cons\ nyconpany_f
avi con. i co.

WebUl LogoUr |

Location of product logo graphic file. Specify one of the
following:

+ Avalid URL to the appropriate graphics file on a different
machine.

For example: https://myserver.example.com/dir1/dir2/
logos/mycompany_logo.png

+ Arelative path below the root of the local web server
where you have uploaded the appropriate graphics file.

For example, if you create a path called
nyconpany\ i nages\ | ogos at the root of the web server
to store your custom logo images:

~/ myconpany/ i mages/ | ogos/ nyconpany_| ogo. png

In this example, the actual file system path that contains
the fileis C: \ Program Fi | es (x86)\ Pl at eSpi n
Protect Server\Pl ateSpin

For ge\ web\ myconpany\ i nages\ | ogos\ myconpany_|
0go. png.

WebU ShowAbout Tab True
Toggle the visibility of the About tab on (True) or off (False).

WebUl ShowHel pTab True
Toggle the visibility of the Help tab on (True) or off (False).

WebUl Si t eAccent Col or #0088CE

Accent color (RGB hex value)

~/ Resour ces/ pr ot ect Logo. png 2
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C.2

ID Setting Name and Description Default Value

6 WebUl Si t eAccent Font Col or #FFFFFF
Font color to display with accent color in Web Ul (RGB hex
value)

7 WebUl Si t eBackgr oundCol or #666666

Site background color (RGB hex value)

8 WebUl Si t eHeader Backgr oundCol or #000000
Site header background color (RGB hex value)

9 WebU Si t eHeader Font Col or #FFFFFF
Site header font color in Web Ul (RGB hex value)

10 WebU Sit eNavi gati onBackgr oundCol or #4D4D4D

Color of site navigation background in Web Ul (RGB hex
value)

11 WebUl Sit eNavi gat i onFont Col or #FFFFFF

Color of site navigation link font color in Web Ul (RGB hex
value)

12  WebU Sit eNavi gat i onLi nkHover Backgr oundCol or #808080

Color of site navigation link background in hover state (RGB
hex value)

1 Actual file path is C:\ Program Fil es (x86)\Pl ateSpin Protect Server\Pl ateSpin
For ge\ web\ doc\ en\ f avi con. i co.

2 Actual file path is C:\ Program Fil es (x86)\ Pl ateSpin Protect Server\Pl ateSpin
For ge\ web\ Resour ces\ pr ot ect Logo. png.

Rebranding the Product Name in the Windows
Registry

The masthead at the top of the product interface provides space for both a corporate logo, and the
name of the product itself. You can change the logo, which commonly includes the product name,

using a configuration parameter. To change or eliminate the product name in a browser tab, you need
to make a change in the Windows Registry.

To change the product name:

1 At the PlateSpin Server, runregedit.
2 In the Windows Registry Editor, navigate to the following registry key:
HKEY_LOCAL_MACHI NE\ SOFTWARE\ PI at eSpi n\ For geSer ver\ Product Nane

NOTE: In some cases, the registry key can be found in this location:
HKEY_LOCAL_MACHI NE\ SOFTWARE\ Ww6432Node\ Pl at eSpi n\ For ge
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3 Double-click the Product Nanme key and change the Value data for the key as you prefer, then
click OK.

4 Restart the 1IS Server for the interface change to take effect.
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D.1

D.2

Using Workload Protection
Features through the PlateSpin
Protect Server API

You can use workload protection features of PlateSpin Forge programmatically through the PlateSpin
Protect Server API (pr ot ect i onser vi ces) from within your applications. You can use any
programming or scripting language that supports an HTTP client and JSON serialization framework.

NOTE: The Protect Server API is experimental. Information in this section is provided as a
technology preview.

¢ Section D.1, “API Overview,” on page 155
+ Section D.2, “PlateSpin Protect Server APl Documentation,” on page 155
+ Section D.3, “Samples and Other References,” on page 156

API Overview

PlateSpin Forge exposes a REST-based API technology preview that developers can use as they
build their own applications to work with the product. The API includes information about the following
operations:

+ discover containers

+ discover workloads

+ configure protection

+ run replications, failover operations and failback

+ query for status of workload and container status

+ query for status of running operations

+ query security groups and their protection ties

PlateSpin Protect Server APl Documentation

The PlateSpin Protect Server APl home page for pr ot ect i onser vi ces provides documentation and
samples that can be useful for developers and administrators. For information, go to the following
location on your Forge VM:

htt ps: // <hostname | IP_address>/pr ot ect i onser vi ces

Replace <hostname | IP_address> with the hostname or the IP address of your Forge VM. If SSL is
not enabled, use htt p in the URL.
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D.3

Figure D-1 The Home Page of the Protect Server API

PlateSpin Protect Server API

“ersion 11.2,0.81
Documentation

Getting started

Setting started with APT
Security and authentication
Developer Guidelines
Troubleshooting

EAG

How to

Steps to protect worklead

Working with workload

Warking with container

Working with security groups

Waorking with protecticn tiers

Adding multiple werkloads and containers
Limitaticns of the API

Samples

Glossary

REST Resources (auto-generated)

Containers
Workloads
Configuration
Cperatiens
Brotection Tiers

Security Groups

Resource representations

This section specifies the representations of the resources which this API operates on. The representations
are made up of fields, each with a name and value, encoded using a JSOM dictionary, The values may be
numeric or string literals, lists, or dictionaries, each of which are represented in the obvicus way in JS0OM,
These representations typically nest. For example, the representation of a Containers will include
representations of the Container which inhabit it, which in turn include representations of the Virtual
Machine. Many of the models specify that the representation includes a uri field whose value is the URI of
the resource being represented, This is present to support URI discovery in nested representations.

Samples and Other References

Forge administrators can leverage a JScript sample from the command line to access the product
through the API. On the Forge VM, see the sample at

https://localhost/protectionservices/Documentation/Samples/protect.js

The sample can help you write scripts to help you work with the product. Using the command line
utility, you can perform the following operations:

+ Add a single workload

+ Add a single container

+ Run the replication, failover, and failback operations

+ Add multiple workloads and containers at one time
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NOTE: For more information about this operation, see the APl documentation at

https://localhost/protectionservices/Documentation/
AddWorkloadsAndContainersFromCsvFile.htm

+ remove all workloads at one time

+ remove all container at one time

To script common workload protection operations, use the referenced samples written in Python as
guidance. A Microsoft Silverlight application, along with its source code, is also provided for reference
purposes.
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E Documentation Updates

E.1

E.2

This section contains information on documentation content changes that were made in this User
Guide after the initial release of NetlQ PlateSpin Forge 11.2.

*

*

Section E.1, “March 2018,” on page 159
Section E.2, “January 2018,” on page 159
Section E.3, “October 2017,” on page 160
Section E.4, “June 2017,” on page 160
Section E.5, “February 2017,” on page 160
Section E.6, “January 2017,” on page 160
Section E.7, “November 2016,” on page 160
Section E.8, “September 2016,” on page 161
Section E.9, “April 2016,” on page 161
Section E.10, “February 2016,” on page 161

March 2018

Location

Update

Section 3.6, “Resetting the Forge Appliance to Factory
Defaults,” on page 55

Added a step for Forge models that do not have an
optical media player.

Added success and failure information for the factory
reset.

January 2018

Location

Update

Section 3.4, “Physically Relocating the Appliance,” on
page 50

Ensure that you use a single container VMware
license for the Forge Appliance. Using a multiple

container license can create issues when you attempt

to physically relocate the Appliance.
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E.3

E.4

E.5

E.6

E.7

October 2017

Location

Update

Section 1.1.1, “Supported Windows Workloads,” on
page 10

Protection is no longer supported for desktop
(workstation) workloads.

June 2017

Location

Update

Section 1.1.1, “Supported Windows Workloads,” on
page 10

Protection is no longer supported for Windows 8 and
8.1.

February 2017

Location

Update

Section 1.1.3, “Supported VM Containers,” on page 13

PlateSpin Forge ships with VMware ESXi 5.5 GA2
Update 2 as the protection VM container.

Previous content in this section applied only to
PlateSpin Protect.

January 2017

Location

Update

Section 9.5, “Troubleshooting the Configuration
Service,” on page 125

This section is new.

November 2016

Location

Update

Section 3.5, “Recovering the Forge Management VM
to Factory Defaults,” on page 54

This section is new.
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E.8

E.9

E.10

September 2016

Location

Update

Section A.2.2, “List of Distributions,” on page 146

Corrected the list of supported distributions for RHEL 6
ué.

April 2016

Location

Update

Section 1.2.3, “Security of Credentials,” on page 15

PlateSpin Forge protects credentials by using an SSL
connection for communications and the Windows
cryptographic library to encrypt passwords.

Section 2.2, “Activating Your Product License,” on
page 22

A Customer Care representative will contact you and
provide the license activation code.

Section 2.2.3, “Managing Licenses,” on page 23

This section is new.

Section 2.9.1, “Tuning Parameters,” on page 38

Updated the definition for the
FileTransferSendReceiveBufferSize parameter.

Section 2.9.2, “Tuning
FileTransferSendReceiveBufferSize,” on page 46

Updated the definition for the
FileTransferSendReceiveBufferSize parameter.

February 2016

Location

Update

“Tuning Parameters” on page 38

Updated the equation for the
FileTransferSendReceiveBufferSize parameter.

“Tuning FileTransferSendReceiveBufferSize” on
page 46

This section is new.

“ProtectAgent Utility” on page 115

Corrected a typo in the following sample command:

C.\ Protect Agent\ Protect Agent.cli.exe status
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