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About This Guide

The User Guide provides information about using PlateSpin Forge. The guide provides conceptual
information, an overview of the user interface, and step-by-step guidance for common tasks. It also
includes troubleshooting information.

Intended Audience

This document is intended for data center administrators and operators who use PlateSpin Forge in
their ongoing workload protection and disaster recovery solution.

Additional Documentation

For the most recent version of this guide and other PlateSpin Forge documentation resources for this
release, visit the PlateSpin Forge Documentation website (https://www.netiq.com/documentation/
platespin-forge-11-3/).

In addition to English, online documentation is available in these national languages: Chinese
Simplified, Chinese Traditional, French, German, Japanese, and Spanish.

Contacting Micro Focus

Our goal is to provide documentation that meets your needs. If you have suggestions for
documentation improvements, you can use the comment on this topic link at the bottom of any
HTML page of the online English documentation, or send an email to Documentation-
Feedback@microfocus.com.

For specific product issues, contact Micro Focus Customer Care at https://www.microfocus.com/
support-and-services/.

Additional technical information or advice is available from several sources:

+ Product documentation, Knowledge Base articles, and videos: https://www.microfocus.com/
support-and-services/

+ The Micro Focus Communities pages for High Availability and Disaster Recovery: https://
forums.novell.com/forumdisplay.php/1870-HIGH-AVAILABILITY-DISASTER-RECOVERY
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Planning

PlateSpin Forge is a consolidated recovery hardware appliance that protects physical and virtual
workloads (operating systems, middleware, and data) by using embedded virtualization technology. If
there is a production server outage or disaster, workloads can be rapidly powered on within the
PlateSpin Forge recovery environment, and continue to run as normal until the production
environment is restored.

PlateSpin Forge enables you to:

+ Quickly recover workloads upon failure
+ Simultaneously protect multiple workloads (10 to 50, depending on the model)
+ Test the failover workload without interfering with your production environment

+ Fail back failover workloads to either their original infrastructures or to completely new
infrastructures, physical or virtual

+ Take advantage of existing external storage solutions, such as SANs

With internal, prepackaged storage, Forge has a total storage capacity of up to 20 terabytes, although
the capacity is almost unlimited when external storage configurations are used by adding iSCSI or
Fibre Channel cards.

¢ Chapter 1, “Planning Your PlateSpin Environment,” on page 13
+ Chapter 2, “Basic Workflow for Workload Protection and Recovery,” on page 31

Planning 1
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1.1

Planning Your PlateSpin Environment

Use the information in this section to plan your PlateSpin protection and recovery environment.

+ Section 1.1, “Supported Configurations,” on page 13

*

Section 1.2, “Supported Data Transfer Methods,” on page 21

*

Section 1.3, “Security and Privacy,” on page 22

*

Section 1.4, “Performance,” on page 25

*

Section 1.5, “Access and Communication Requirements across Your Protection Network,” on
page 27

Supported Configurations

PlateSpin Forge supports most major versions of the Microsoft Windows, SUSE Linux Enterprise
Server, and Red Hat Enterprise Linux operating systems. It also supports selected versions of Novell
Open Enterprise Server, Oracle Enterprise Linux, and CentOS operating systems.

This section describes all of the platform configurations supported by PlateSpin Forge, as well as the
software, hardware, and virtualization environments that are required for workload protection and
recovery. Some configurations, as noted, require special handling for workload setup and recovery.
Ensure that you review the referenced information elsewhere in the online documentation or
Knowledgebase Articles before you attempt to set up the workload.

NOTE: Although configurations not mentioned here are not supported, many of the improvements we
make to PlateSpin Forge will be in direct response to suggestions from our customers. You can help
us ensure our product meets all your needs. If you are interested in a platform configuration not listed,
please contact Technical Support. We value your input and look forward to hearing from you.

¢ Section 1.1.1, “Supported Windows Workloads,” on page 14

+ Section 1.1.2, “Supported Linux Workloads,” on page 15

¢ Section 1.1.3, “Supported VM Containers,” on page 17

+ Section 1.1.4, “Supported Workload Architectures,” on page 17
¢ Section 1.1.5, “Supported Storage,” on page 18

+ Section 1.1.6, “Supported International Languages,” on page 20

¢ Section 1.1.7, “Supported Web Browsers,” on page 20

Planning Your PlateSpin Environment 13
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Supported Windows Workloads

PlateSpin Forge supports workloads for the Microsoft Windows operating system versions listed in

Table 1-1.

Both file-level and block-level replications are supported, with certain restrictions. See Section 1.2,
“Supported Data Transfer Methods,” on page 21.

NOTE: Protection is not supported for desktop (workstation) workloads.

Table 1-1 Supported Windows Workloads

Operating System

Notes

Servers

Windows Server 2016

Protection of Windows Server 2016 servers requires
VMware 6.0 or later.

Windows Server 2012 R2
Windows Server 2012

Includes domain controllers (DC) and Small Business
Server (SBS) editions.

For information about conversion of Active Directory
domain controllers, see Knowledgebase Article 7920501
(https://lwww.netiq.com/support/kb/doc.php?id=7920501).

Windows Server 2008 R2 (64-bit)
Windows Server 2008 (64-bit)
Windows Server 2008 latest SP (32-bit)

Includes domain controllers (DC) and Small Business
Server (SBS) editions.

For information about conversion of Active Directory
domain controllers, see Knowledgebase Article 7920501
(https://lwww.netiq.com/support/kb/doc.php?id=7920501).

Windows Server 2003 R2 (64-bit)
Windows Server 2003 R2 (32-bit)
Windows Server 2003 latest SP (64-bit)
Windows Server 2003 latest SP (32-bit)

Windows 2003 requires SP1 or higher for Block-based
replication.

Clusters

Windows Server 2016 server-based Microsoft
Failover Cluster

Windows Server 2012 R2 server-based
Microsoft Failover Cluster

Windows Server 2008 R2 server-based
Microsoft Failover Cluster

Protection of Windows Server 2016 Cluster requires
VMware 6.0 or later.

Supported models: Node and Disk Majority Quorum and
No Majority: Disk Only Quorum.

Support includes block-based data transfer with a driver
(Fibre Channel SANs only) or without a driver for
incremental replications for clusters. File-based replication
is not supported.

WARNING: Do not attempt to use the block-based driver
on clusters with shared iSCSI drives. It renders the cluster
unusable.

See “Preparing for Windows Clusters Protection” on
page 117.

Planning Your PlateSpin Environment
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1.1.2

Operating System

Windows Server 2003 R2 server-based
Windows Cluster Server

Supported model: Single-Quorum Device Cluster.

Support includes only driverless block-based data transfer
for incremental replications for clusters. File-based
replication is not supported.

See “Preparing for Windows Clusters Protection” on

Configuration Requirements for Windows

Windows Updates

Ensure that you apply Windows updates on your source system before you run the first full

replication.

Domain Controller and Antivirus Software

If the Windows machine is a Domain Controller, ensure that you also disable antivirus software on the

system during the replication.

Supported Linux Workloads

PlateSpin Forge supports workloads for the Linux operating system distributions listed in Table 1-2.

Replication of protected Linux workloads occurs only at the block level. See “Requirement for a

bl kwat ch Driver” on page 17.

Table 1-2 Supported Linux Workloads

Operating System Versions

Notes

Servers

Red Hat Enterprise Linux (RHEL) 7.0t07.3
6.0t0 6.9
5.x
4.x

See “Linux Distributions Supported by Forge”
on page 133 for a list of supported Linux
kernel versions and architectures for RHEL
distributions.

PlateSpin Forge does not support the XFS
version 5 (v5) file system on RHEL 7.3, and on
distributions based on RHEL 7.3.

For Red Hat Enterprise Linux 6.7, Oracle
Linux 6.7, and CentOS 6.7 workloads with
LVM volumes, incremental replication is
supported only for the latest available kernel
(version 2. 6. 32- 642. 13. 1. el 6. x86_64) for
the RHEL 6.7 distribution.

For Red Hat Enterprise Linux 6.8, Oracle
Linux 6.8, and CentOS 6.8 workloads with
LVM volumes, incremental replication is
supported only for the latest available kernel
(version 2. 6. 32- 696. 20. 1. el 6. x86_64) for
the 6.8 distribution.

Planning Your PlateSpin Environment
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Operating System

Versions

Notes

SUSE Linux Enterprise Server

(SLES)

11 SP1to 11 SP4
10.x
9.x

See “Linux Distributions Supported by Forge”
on page 133 for a list of supported Linux
kernel versions and architectures for SLES
distributions.

Kernel version 3.0.13 of SLES 11 SP3 is not
supported. Upgrade to kernel version 3.0.27
or later before you inventory the workload.

Open Enterprise Server (OES)

2015 SP1
11 SP1 to 11 SP3
2 SP3

See SUSE Linux
Enterprise Server
(SLES).

For OES 2015 SP1, Forge supports NSS32-
bit pools up to 8 TB in size; NSS64-bit pools
are not supported.

See “Linux Distributions Supported by Forge”
on page 133 for a list of supported Linux
kernel versions and architectures for SLES
distributions.

The default kernel version 3.0.13 on OES 11
SP2 is not supported. Upgrade to kernel
version 3.0.27 or later before you inventory
the workload.

Oracle Linux (OL) (formerly Oracle
Enterprise Linux (OEL))

See Red Hat
Enterprise Linux
(RHEL).

See “Linux Distributions Supported by Forge”
on page 133 for a list of supported Linux
kernel versions and architectures for RHEL
distributions.

Blkwatch drivers are available for the standard
Red Hat Compatible Kernel (RHCK) and
Unbreakable Enterprise Kernel (UEK) in OEL
6 U7 and later, as noted in the “List of
Distributions” on page 134.

Workloads using the Unbreakable Enterprise
Kernel are not supported for PlateSpin Forge
11.2 and earlier.

Oracle Linux 6 U7 blkwatch drivers for kernel
version 2. 6. 32- 573 do not support
incremental replication for workloads with LVM
volumes. Update the kernel, then use RHEL 6
U7 drivers for kernel 2. 6. 32- 642.

Oracle Linux 6 U8 blkwatch drivers for kernel
version 2. 6. 32- 642 do not support
incremental replication for workloads with LVM
volumes. Update the kernel, then use RHEL 6
U8 drivers for kernel 2. 6. 32- 696.

CentOS

See Red Hat
Enterprise Linux
(RHEL).

See “Linux Distributions Supported by Forge”
on page 133 for a list of supported Linux
kernel versions and architectures for RHEL
distributions.
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1.1.4

Configuration Requirement for Linux Workloads

Requirement for a bl kwat ch Driver

The block-based transfer of data for a Linux workload in PlateSpin Forge requires a bl kwat ch driver
that is compiled for the particular Linux distribution being protected. PlateSpin Forge software
includes pre-compiled versions of the bl kwat ch driver for many non-debug Linux distributions (32-bit
and 64-bit). You can also create a custom driver. For more information, see “Linux Distributions
Supported by Forge” on page 133.

Supported VM Containers

A VM Container is a protection infrastructure that acts as the host of a protected workload’s regularly
updated and bootable virtual replica. PlateSpin Forge 11.3 Appliance Version 4 ships with VMware
ESXi 6.5 Update 1 as the virtualization host for the Forge Management VM and the protection VM
container.

NOTE: PlateSpin Forge 11.2 Appliance Version 3 shipped with VMware ESXi 5.5 GA2 Update 2.
Your system might use a VMware ESXi 5.5 host if you upgraded only the PlateSpin Forge Server
software from version 11.2 to version 11.3.

The Windows Server 2016 support requires VMware 6.5 U1. You can rebuild supported PlateSpin
Forge Appliance 3 systems to PlateSpin Forge 11.3 Appliance 4. A rebuild allows you to upgrade the
PlateSpin Server to Forge 11.3 and the VMware host to VMware ESXi 6.5 U1. See the PlateSpin
Forge 11.3 Rebuild Guide. Contact Customer Care to obtain the PlateSpin Forge 11.3 Upgrade/

Rebuild Kit.

Supported Workload Architectures

PlateSpin Forge supports the following x86-based computer architectures:

+ “Processor and OS Architecture” on page 17

+ “Cores and Sockets for Target VMs” on page 17
“Virtual CPUs for Target VMs” on page 18
“UEFI and BIOS Firmware” on page 18

*

*

Processor and OS Architecture

PlateSpin Forge supports protection and recovery of x64 and x86 architectures for physical and
virtual workloads in your data center:

* 64-bit

* 32-bit
Cores and Sockets for Target VMs
For supported VM containers using VMware 5.1 and higher with a minimum VM hardware Level 8,
PlateSpin Forge enables you to specify the number of sockets and the number of cores per socket for

the failover workload. It automatically calculates the total cores. This parameter applies on the initial
setup of a workload with an initial replication setting of Full.
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NOTE: The maximum number of cores the workload can use is subject to external factors such as
the guest operating system, the VM hardware version, VMware licensing for the ESXi host, and ESXi
host compute maximums for vSphere. See ESXI/ESX Configuration Maximums (VMware Knowledge
Base 1003497) (https://kb.vmware.com/kb/1003497).

Some distributions of a guest OS might not honor the cores and cores per socket configuration. For
example, guest OSes using SLES 10 SP4 and OES 2 SP3 retain their original cores and sockets
settings as installed, whereas other SLES, RHEL, and OES distributions honor the configuration.

Virtual CPUs for Target VMs

For VM containers using VMware 4.1, PlateSpin Forge enables you to specify the required number of
vCPUs (virtual CPUs) to assign to the failover workload. This parameter applies on the initial setup of
a workload with an initial replication setting of Full. Each vCPU is presented to the guest OS on the
VM container as a single core, single socket.

UEFI and BIOS Firmware

PlateSpin Forge supports the UEFI and BIOS firmware interfaces for Windows and Linux workloads.

NOTE: If you are protecting a UEFI-based workload and you want to continue using the same
firmware boot mode throughout the protected workload lifecycle, you must target a vSphere 5.0 or
newer container.

The following are examples of Forge behavior when protecting and failing back between UEFI and
BIOS-based systems:

+ When you transfer a UEFI-based workload to a VMware vSphere 4.x container (which does not
support UEFI), Forge transitions the workload’s UEFI firmware at failover time to BIOS firmware.
Then, when failback is selected on a UEFI-based physical machine, Forge reverses the firmware
transition from BIOS to UEFI.

+ If you attempt to failback a protected Windows 2003 workload to a UEFI-based physical
machine, Forge analyzes the choice and notifies you that it is not valid. That is, the firmware
transition from BIOS to UEFI is not supported because Windows 2003 does not support the
UEFI boot mode.

+ When you protect a UEFI-based source on a BIOS-based target, Forge converts the UEFI
system’s boot disks, which were GPT, to MBR disks. Failing back this BIOS workload to a UEFI-
based physical machine converts the boot disks back to GPT.

On Windows workloads, PlateSpin Forge mirrors the Microsoft support of UEFI or BIOS-based
Windows workloads. It transfers workloads from source to target while enforcing the supported
firmware for the respective source and target operating systems. Both Block-based and File-based
transfers are supported. It does the same for the failback to a physical machine. When any transition
(failover and failback) between UEFI and BIOS systems are initiated, Forge analyzes the transition
and alerts you about its validity.

Supported Storage

PlateSpin Forge supports the following storage configurations for Windows and Linux workloads.

+ “Storage Disks” on page 19

+ “Partitioning Schemes” on page 19
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+ “Windows File Systems” on page 19
+ “Linux File Systems” on page 19

+ “Linux Storage Features” on page 20

Storage Disks

PlateSpin Forge supports several types of source storage disks, including basic disks, Windows
dynamic disks, LVM2, hardware RAID, and SAN.

You can specify whether virtual disks on the protected VM replica are thin provisioned or thick
provisioned.

NOTE: The following caveats apply for storage disks:

+ Windows Dynamic Disks: PlateSpin Forge does not support Windows dynamic disks at the
target.

For dynamic disks, the storage does not follow the Same as Source mapping strategy. Both
Simple Dynamic Volumes and Spanned Dynamic Volumes will reside on the target workload as
Simple Basic Volume disks. The target disk is partitioned as GPT if the total combined size of the
dynamic volume’s member disks exceeds MBR partition size limits. For more information, see
Microsoft TechNet: Understanding the 2 TB limit in Windows Storage (https://
blogs.technet.microsoft.com/askcore/2010/02/18/understanding-the-2-tb-limit-in-windows-
storage/).

+ Software RAID: PlateSpin Forge supports hardware RAID; however, it does not support
software RAID. This is applicable for both Windows and Linux workloads.

Partitioning Schemes
PlateSpin Forge supports MBR (Master Boot Record) and GPT (GUID Partition Table) partitioning
schemes for Windows and Linux workloads. Workloads and storage for protection must be

configured on disks partitioned with the MBR or GPT. Although GPT allows up to 128 partitions per
single disk, PlateSpin Forge supports only 57 or fewer GPT partitions per disk.

Windows File Systems

PlateSpin Forge supports only the NTFS file system on any supported Windows system.

Linux File Systems

PlateSpin Forge supports EXT2, EXT3, EXT4, REISERFS, XFS, and NSS (Open Enterprise Server
only) file systems, with block-based transfer only.

NOTE

+ The XFS v5 file system is not supported for Red Hat Enterprise Linux 7.3 and distributions based
on that version.

+ Encrypted volumes of workloads on the source are decrypted in the failover VM.
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Linux Storage Features

For Linux workloads, PlateSpin Forge provides the following additional storage support:

+ Forge supports virtio devices.

+ Non-volume storage, such as a swap partition that is associated with the source workload, is
recreated in the failover workload.

+ The layout of volume groups and logical volumes is preserved so that you can re-create it during

failback.

+ LVM raw disk volumes are supported in Same as Source configurations on Linux workloads.

+ (OES 11) Novell Linux Volume Management (NLVM) layout of source workloads are preserved
and re-created in the appliance host. NSS pools are copied from the source to the recovery VM.

+ (OES 2) EVMS layouts of source workloads are preserved and re-created in the appliance host.

NSS pools are copied from the source to the recovery VM.

Supported International Languages

In addition to English, PlateSpin Forge provides National Language Support (NLS) for installation and

use on machines configured for the following international languages:

¢ Chinese Simplified (zh-cn)
¢ Chinese Traditional (zn-tw)
+ French (fr)

+ German (de)

+ Japanese (ja)

TIP: Other international versions have limited support. Updating system files could be affected in
languages other than those listed above.

Localized online documentation is available in these languages, as well as in Spanish (es).

To use the Web Interface in one of these languages, see “Configuring Language Settings for
International Versions” on page 65.

Supported Web Browsers

Most of your interaction with the product takes place through the browser-based Web Interface.

The supported browsers are:
+ Google Chrome, version 34.0 and later
+ Microsoft Internet Explorer, version 11.0 and later
+ Mozilla Firefox, version 29.0 and later

NOTE: JavaScript (Active Scripting) must be enabled in your browser.

To use the PlateSpin Forge Web Interface in one of the supported international languages, see
“Configuring Language Settings for International Versions” on page 65.
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Supported Data Transfer Methods

A data transfer method describes the way data is replicated from a source workload to a target
workload. PlateSpin Forge provides different data transfer capabilities, which depend on the
protected workload’s operating system.

¢ Section 1.2.1, “Supported Transfer Methods for Windows Workloads,” on page 21
¢ Section 1.2.2, “Supported Transfer Method for Linux Workloads,” on page 21

Supported Transfer Methods for Windows Workloads

For Windows workloads, PlateSpin Forge provides mechanisms to transfer workload volume data at
either block level or file level.

+ Windows File-level Replication: (Windows only) Data is replicated on a file-by-file basis.

+ Windows Block-Level Replication: Data is replicated at a volume’s block level. For this
transfer method, PlateSpin Forge provides two mechanisms that differ by their continuity impact
and performance. You can toggle between these mechanisms as required.

+ Replication using the Block-Based Component: This option uses a dedicated software
component for block-level data transfer. It leverages the Microsoft Volume Snapshot
Service (VSS) and the applications and services that support VSS. The installation of the
component on your protected workload is automatic.

NOTE: Installation and uninstallation of the block-based component requires a reboot of
your protected workload. No reboot is required when you are protecting Windows clusters
with block-level data transfer. When you configure the workload protection details, you can
opt to install the component at a later time, deferring the required reboot until the time of the
first replication.

+ Replication without the Block-Based Component: This option uses an internal
‘hashing’ mechanism in combination with Microsoft VSS to track changes on the protected
volumes. The replication compares each block on the disk and copies only changes.

This option requires no reboot, but its performance is inferior to that of the block-based
component.

Supported Transfer Method for Linux Workloads

For Linux workloads, PlateSpin Forge supports only block-based data transfer with a block-watch
(bl kwat ch) driver.

NOTE: Deployment or removal of the bl kwat ch driver is transparent, has no continuity impact, and
requires no intervention and no reboot.

The PlateSpin Forge distribution includes precompiled bl kwat ch drivers for workloads running the
standard, non-debug kernels of supported Linux distributions. See Section B.2, “Pre-compiled
blkwatch Drivers for Linux Distributions,” on page 134.

If your workloads have a non-standard, customized, or newer kernel, you can build a custom
bl kwat ch driver for your specific kernel. See Knowledgebase Article 7005873 How to Build a Custom
Block-Based Linux Kernel Driver (https://www.netiq.com/support/kb/doc.php?id=7005873).
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1.3.1

1.3.2

1.3.3

Security and Privacy

PlateSpin Forge provides several features to help you safeguard your data and increase security.

+ Section 1.3.1, “Security Best Practices,” on page 22

+ Section 1.3.2, “Encryption of Data in Transmission,” on page 22

+ Section 1.3.3, “Security of Client/Server Communications,” on page 22

+ Section 1.3.4, “Security of Credentials,” on page 23

+ Section 1.3.5, “User Authorization and Authentication,” on page 23

+ Section 1.3.6, “SQL Server System Administrator User Password,” on page 23

+ Section 1.3.7, “Port Settings and Firewalls,” on page 23

Security Best Practices

As a security best practice, you should apply patches that address security vulnerabilities to your
Forge VM, as you would for other Windows servers in your enterprise.

Micro Focus is aware of the side-channel analysis vulnerabilities described in CVEs 2017-5715,
2017-5753 and 2017-5754, known as Meltdown and Spectre. Some patches might have already
been applied to your Forge Appliance. We strongly recommend that you continue to apply security
updates that address such threats as recommended by the vendor for the Dell BIOS of the Forge
Appliance, the VMware ESXi host, and Microsoft Windows Server operating system on the Forge
VM. Consult vendor documentation for information. See the following vendor resources:

+ Meltdown and Spectre Vulnerabilities (http://www.dell.com/support/contents/us/en/04/article/
product-support/self-support-knowledgebase/software-and-downloads/support-for-meltdown-
and-spectre) on the on the Dell Support website

+ VMware Response to Speculative Execution security issues, CVE-2017-5753, CVE-2017-5715,
CVE-2017-5754 (aka Spectre and Meltdown) (52245) (https://kb.vmware.com/s/article/52245)
on the VMware Knowledge Base website

+ Protect Your Windows Devices Against Spectre and Meltdown (https://support.microsoft.com/en-
us/help/4073757/protect-your-windows-devices-against-spectre-meltdown) on the Microsoft
Support website

Encryption of Data in Transmission

Transfer encryption makes the transmission of your workload data more secure during workload
replication. When encryption is enabled, over-the-network data transfer from the source to the target
is encrypted by using AES (Advanced Encryption Standard).

NOTE: Data encryption has a performance impact and might significantly slow down the data transfer
rate by up to 30%.

You can enable or disable encryption individually for each workload by selecting the Encrypt Data
Transfer option. See “Workload Protection Details” on page 160.

Security of Client/Server Communications

The PlateSpin Server enables SSL on the Forge VM, providing secure data transmission between
your web browser and the PlateSpin Server with HTTPS (Hypertext Transfer Protocol Secure).
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1.3.4

1.3.5

1.3.6

1.3.7

Security of Credentials

PlateSpin Forge protects credentials by using an SSL connection for communications and the
Windows cryptographic library to encrypt passwords.

Credentials that you use to access various systems (such as workloads and failback targets) are
stored in the PlateSpin Forge database and are therefore covered by the same security safeguards
that you have in place for your Forge VM.

In addition, credentials are included within diagnostics, which are accessible to accredited users. You
should ensure that workload protection projects are handled by authorized staff.

User Authorization and Authentication

PlateSpin Forge provides a comprehensive and secure user authorization and authentication
mechanism based on user roles, and controls application access and operations that users can
perform. See “Configuring User Authorization and Authentication” on page 47.

SQL Server System Administrator User Password

PlateSpin Forge includes Microsoft SQL Server. Initially, the database engine uses a generated a
password for the SQL system administrator user (sa). You can use your Windows Administrator
credentials and SQL management tools to modify the password without needing to know the
generated password.

For improved security, we strongly recommend that you modify the password for the SQL Server sa
credentials after you set up the Forge appliance in your environment. See “Modifying the Password
for the SQL Server System Administrator User” on page 51.

Port Settings and Firewalls

Table 1-3 lists the default ports used by PlateSpin Forge. If you configure custom ports, you must
open those ports instead. For communications between the PlateSpin Forge Server and the source
and target machines it manages, ensure that you also open the appropriate ports on any firewalls
between them. Traffic for communications is bidirectional (incoming and outgoing). See also “Access
and Communication Requirements across Your Protection Network” on page 27.

Table 1-3 Default Ports Used by PlateSpin Forge

Port Number | Protocol Function Details

80 TCP HTTP (Not secure) Used for HTTP communications between
the Forge VM and the source and target machines it
manages.

Open this port on your Forge VM, the source and target
workloads, and the VMware ESXi hosts.

443 TCP HTTPS (Secure) Used for HTTPS communications, if SSL is
enabled, between the Forge VM and the source and
target machines.

Open this port on your Forge VM, the source and target
workloads, the VMware ESXi hosts, and the vCenter
host server.
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Port Number

Protocol

Function

Details

3725

TCP

Data transfer

Used for data transfer between the source and target
machines, including file-based transfer and block-based
transfer.

Open this port on the source and target machines for all
workloads. Any firewall between a source and its target
must also allow TCP port 3725. See “Supported
Configurations” on page 13.

135
445

TCP

RPC/DCOM

Used for RPC/DCOM communications on Windows
machines during the discovery process, and when taking
control and rebooting the source machine.

Open these ports for communications between the
source and target machines for all Windows workloads.
See “Supported Windows Workloads” on page 14.

137
138
139

TCP

NetBIOS

Used for NetBIOS communications (name service,
datagram service, and session service).

Open these ports for communications between the
source and target machines for all Windows workloads.
See “Supported Windows Workloads” on page 14.

137
138

uUbP

SMB

139
445

TCP

SMB

Used for SMB communications for the file transfer of the
Take Control folder and files from the PlateSpin Server
to the source machine.

Open these ports on your Forge VM and the source
workloads.

22

TCP

Used for SSH and SCP communications on Linux
machines during the discovery process.

Open this port on the source and target machines for all
Linux workloads. See “Supported Linux Workloads” on
page 15.

25

TCP

SMTP

25

UbDP

SMTP

Used for SMTP traffic if email notification is enabled.

Open this port on the Forge VM and the mail relay host.

1433

TCP

SQL

Used for Microsoft SQL Server communications for
authentication and data exchange to a remote SQL
Server.

Open the SQL ports on your Forge VM and the remote
SQL Server host, as well as on any firewalls between
them.

For more information the SQL Server port requirements,
see Configure the Firewall to Allow Server Access in the
Microsoft Developers Network.

1434

TCP

SQL

Used for the Microsoft SQL Server dedicated
administrator connection.

1434

UbDP

SQL

Used for the Microsoft SQL Server named instances.

This port might be required when you use named
instances on a remote SQL Server.
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Port Number Protocol Function Details

49152 to TCP SQL Used for the Microsoft SQL Server or RPC for LSA,

65535 SAM, and Netlogon.

If you have configured Microsoft SQL Server to use a
specific TCP port, you must open that port on the
firewall.

14 Performance

1.4.1

1.4.2

Section 1.4.1, “Performance Characteristics,” on page 25
Section 1.4.2, “Scalability,” on page 25

Section 1.4.3, “Database Server,” on page 26

Section 1.4.4, “RPO, RTO, and TTO Specifications,” on page 26
Section 1.4.5, “Data Compression,” on page 27

Section 1.4.6, “Bandwidth Throttling,” on page 27

Performance Characteristics

The performance characteristics of your PlateSpin Forge product depend on a number of factors,

incl
*

*

*

*

uding:

Hardware and software profiles of your source workloads

Hardware and software profiles of your target containers

The specifics of your network bandwidth, configuration, and conditions
The number of protected workloads

The number of volumes under protection

The size of volumes under protection

File density (humber of files per unit of capacity) on your source workloads’ volumes
Source /O levels (how busy your workloads are)

The number of concurrent replications

Whether data encryption is enabled or disabled

Whether data compression is enabled or disabled

For large-scale workload protection plans, you should perform a test protection of a typical workload,

run

some replications, and use the result as a benchmark, fine-tuning your metrics regularly

throughout the project.

Scalability

Scalability encompasses (and depends on) the following major characteristics of your PlateSpin
Forge product:

*

Workloads per Server: The number of workloads per PlateSpin Server might vary between 10
and 50, depending on several factors, including your RPO requirements and the hardware
characteristics of the server host.
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+ Protections per Container: The maximum number of protections per container is related to

(but is not the same as) the VMware specifications pertaining to the maximum number of VMs
supported per ESXi host. Additional factors include recovery statistics (including concurrent
replications and fail-overs) and hardware vendor specifications.

You should conduct tests, incrementally adjust your capacity numbers, and use them in determining
your scalability ceiling.

Database Server

PlateSpin Forge includes Microsoft SQL Server. The PlateSpin Server database instance might grow
up to 0.5 GB per month per workload, depending on the number of incremental replications that are
scheduled.

We recommend that you periodically archive or discard the historical reporting data to make room for
new reporting data.

RPO, RTO, and TTO Specifications

In your protection environment, you will have different expectations for recovery points and recovery
times required for a variety of workloads.

+ Recovery Point Objective (RPO): The RPO setting describes the tolerable amount of data loss

as measured in time in the event of a major IT outage. You define the RPO with a configurable
interval between incremental replications of a protected workload.

The RPO is affected by current utilization levels of PlateSpin Forge, the rate and scope of
changes on the workload, your network speed, and the chosen replication schedule.

Recovery Time Objective (RTO): The RTO setting describes a workload'’s tolerable downtime
as measured by the time a failover operation takes to complete. The failover operation brings a
failover workload online to temporarily replace a protected production workload.

The RTO is affected by the time it takes to configure and execute the failover operation (10 to 45
minutes). See “Failover” on page 164.

Test Time Objective (TTO): The TTO setting describes the time required for testing disaster
recovery with some confidence of service restoration. It is similar to RTO, but includes the time
needed for a user to test the failover workload.

Use the Test Failover feature to run through different scenarios and generate benchmark data.
See “Using the Test Failover Feature” on page 165.

Among factors that have an impact on RPO, RTO, and TTO is the number of required concurrent
failover operations. A single failed-over workload has more memory and CPU resources available to
it than multiple failed-over workloads, which share the resources of their underlying infrastructure.
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When you test the failover response, you should note the actual values associated with the
configured RPO, RTO, and TTO:

+ Recovery Point Actual (RPA): The RPA is the actual data loss measured in time and defined
by the actual measured interval between incremental replications of a protected workload that
occurs during a failover test. RPA is also known as Actual Recovery Point Objective (Actual
RPO).

+ Recovery Time Actual (RTA): The RTA is a measure of a workload’s actual downtime defined
by the time a failover operation takes to complete. RTA is also known as Actual Recovery Time
Objective (Actual RTO).

+ Test Time Actual (TTA): The TTA is a measure of the actual time in which a disaster recovery
plan can be tested. It is similar to Actual RTO, but includes the time needed for a user to test the
failover workload. TTA is also known as Actual Test Time Objective (Actual TTO).

You should determine average failover times for workloads in your environment by doing test
failovers at various times, then use them as benchmark data in your overall data recovery plans. See
“Generating Workload and Workload Protection Reports” on page 184.

Data Compression

If necessary, PlateSpin Forge can compress the workload data before transferring it over the network.
This enables you to reduce the overall amount of data transferred during replications.

Compression ratios depend on the type of files on a source workload’s volumes, and might vary from
approximately 0.9 (100MB of data compressed to 90 MB) to approximately 0.5 (100MB compressed
to 50MB).

NOTE: Data compression utilizes the source workload’s processor power.

Data Compression can be configured individually for each workload or in a Protection Tier. See
“Protection Tiers” on page 172.

Bandwidth Throttling

PlateSpin Forge enables you to control the amount of network bandwidth consumed by direct source-
to-target communication over the course of workload protection. You can specify a throughput rate for
each protection contract. This provides a way to prevent replication traffic from congesting your
production network and reduces the overall load of your PlateSpin Server.

Bandwidth throttling can be configured individual for each workload or in a Protection Tier. See
“Protection Tiers” on page 172.

Access and Communication Requirements across
Your Protection Network

Before you set up workloads for protection and recovery, ensure that you configure your network with
the access and communications settings described in this section.

+ Section 1.5.1, “Network Requirements for the Forge VM Web Interface,” on page 28
+ Section 1.5.2, “Network Requirements for Workloads,” on page 28

+ Section 1.5.3, “Requirements for Protection across Public and Private Networks through NAT,”
on page 30

Planning Your PlateSpin Environment 27



28

1.5.1

1.5.2

+ Section 1.5.4, “Requirements for the PlateSpin Server to Function through NAT,” on page 30

+ Section 1.5.5, “Overriding the Default bash Shell for Executing Commands on Linux Workloads,”

on page 30

Network Requirements for the Forge VM Web Interface

Table 1-4 describes the ports that must be open for on the Forge VM to allow access to the Web

Interface.

Table 1-4 Open Port Requirements for the Forge VM

Port (Default) Remarks
TCP 80 For HTTP communication
TCP 443 For HTTPS communication (if SSL is enabled)

Network Requirements for Workloads

Table 1-5 describes the software, network, and firewall requirements for workloads that you intend to
protect by using PlateSpin Forge.

Table 1-5 Access and Communication Requirements for Workloads

Workload Type

Prerequisites Required Ports
(Defaults)

All workloads

Ping (ICMP echo request and response) support

All Windows workloads.
See “Supported
Windows Workloads” on
page 14.

* Microsoft .NET Framework 3.5 Service Pack 1

* Microsoft NET Framework 4.0

For discovery, source workloads must be running
Microsoft .NET Framework 2 SP2 or later.

All Windows Server
Cluster workloads. See
Clusters in “Supported
Windows Workloads” on
page 14.

Ensure that the PlateSpin Forge Server can resolve
DNS forward lookup and reverse lookup for the IP
addresses of the Windows Server Cluster and its cluster
nodes. You can update the DNS server or update the
local host s file

(Y%syst enr oot % syst enB2\ dri ver s\ et c\ hosts)on
the Forge VM.
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Workload Type

Prerequisites

Required Ports
(Defaults)

All Windows workloads.
See “Supported
Windows Workloads” on
page 14.

¢ Built-in Admi ni strat or or domain administrator
account credentials (membership only in the local
Administrators group is insufficient).

+ The Windows Firewall configured to allow File and
Printer Sharing. Use one of these options:

+ Option 1, using Windows Firewall: Use the
basic Windows Firewall Control Panel item
(firewal |l . cpl)and select File and printer
Sharing in the list of exceptions.

-OR-

+ Option 2, using Firewall with Advanced
Security: Use the Windows Firewall with
Advanced Security utility (wf . msc) with the

following Inbound Rules enabled and set to
Al ow:

¢ File and Printer Sharing (Echo
Request - ICMPv4In)

¢ File and Printer Sharing (Echo
Request - ICMPv6In)

* File and Printer Sharing (NB-
Datagram-In)

+ File and Printer Sharing (NB-Name-In)

¢ File and Printer Sharing (NB-Session-
In)

* File and Printer Sharing (SMB-In)

+ File and Printer Sharing (Spooler
Service - RPC)

* File and Printer Sharing (Spooler
Service - RPC-EPMAP)

TCP 3725

NetBIOS (TCP 137 -
139)

SMB (TCP 139, 445
and UDP 137, 138)

RPC (TCP 135, 445)

Windows Server 2003
(including SP1 Standard,
SP2 Enterprise, and R2
SP2 Enterprise).

NOTE: After enabling the required ports, run the
following command at the server prompt to enable
PlateSpin remote administration:

netsh firewal |l set service RenpteAdmn

enabl e

For more information about netsh, see the Microsoft
TechNet article, The Netsh Command Line Utility (http://
technet.microsoft.com/en-us/library/
cc785383%28v=ws.10%29.aspx).

TCP 3725, 135, 139,
445

UDP 137, 138, 139

All Linux workloads. See
“Supported Linux
Workloads” on page 15.

Secure Shell (SSH) server

TCP 22, 3725
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1.5.4

1.5.5

Requirements for Protection across Public and Private
Networks through NAT

In some cases, a source, a target, or PlateSpin Forge itself, might be located in an internal (private)
network behind a network address translator (NAT) device, unable to communicate with its
counterpart during protection.

PlateSpin Forge enables you to address this issue, depending on which of the following hosts is
located behind the NAT device:

+ PlateSpin Server: Using your server’s PlateSpin Configuration tool, record the additional IP
addresses assigned to the Forge VM. See “Requirements for the PlateSpin Server to Function
through NAT” on page 30.

+ Workload: When you attempt to add a workload, specify the public (external) IP address of that
workload in the discovery parameters.

+ Failed-over VM: During failback, you can specify an alternative IP address for the failed-over
workload in Failback Details (Workload to VM) (page 167).

+ Failback Target: During an attempt to register a failback target, when you are prompted to
provide the IP address of the PlateSpin Server, provide either the local address of the Forge VM
or one of its public (external) addresses recorded in the server’s PlateSpin Configuration
database. See “Requirements for the PlateSpin Server to Function through NAT” on page 30.

Requirements for the PlateSpin Server to Function through
NAT

The PlateSpin Server needs additional IP addresses in order to function across environments that are
enabled for Network Address Translation. See “Requirements for the PlateSpin Server to Function
through NAT” on page 30.

Overriding the Default bash Shell for Executing Commands
on Linux Workloads

By default, the PlateSpin Server uses the / bi n/ bash shell when executing commands on a Linux
source workload.

If required, you can override the default shell by modifying the corresponding registry key on the
PlateSpin Server. See Knowledgebase Article 7010676 Linux Default Shell Override Procedure
(https://www.netig.com/support/kb/doc.php?id=7010676).
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Basic Workflow for Workload Protection
and Recovery

PlateSpin Forge defines the following workflow for workload protection and recovery. Most of these
steps are represented by workload commands on the Workloads page. See “Workload Protection

and Recovery Commands” on page 39.

Table 2-1 Protection and Recovery Lifecycle

Task

Action

Remarks

Preparation

Ensure that your workloads, containers, and environment meet the required criteria.

1.

Ensure that PlateSpin Forge
supports your workload.

See “Supported Configurations” on
page 13.

2.

Ensure that your workloads and VM
containers meet access and network
prerequisites.

See “Access and Communication
Requirements across Your Protection
Network” on page 27.

Inventory

Workloads that you want to protect and containers that host failover workloads must be properly inventoried.
You can add workloads and containers in any order; however, every protection contract requires a defined
workload and container that were inventoried by the PlateSpin Server.

workloads, prepare for cluster
workload protection.

3. Add source workloads to the See “Adding Workloads (Protection
PlateSpin Server. Sources)” on page 100.

4. For a physical protection target, See Chapter 12, “Preparing Device
prepare device drivers. Drivers for Physical Failback Targets,” on

page 103.

5. For a Linux workload, prepare for See Chapter 13, “Preparing Linux
workload protection: Workloads for Protection,” on page 113.

6. For Windows Server Cluster See Chapter 14, “Preparing for Windows

Clusters Protection,” on page 117.

Define Protection Contract

7. Define the details and specifications | See “Configuring Protection Details and
of a protection contract. Preparing the Replication” on page 159.
8. Prepare the replication.
Initiate Protection
9. Begin the protection contract See “Starting the Workload Protection” on

according to your requirements.

page 163.

Basic Workflow for Workload Protection and Recovery
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Task

Action

Remarks

Protection Lifecycle Tasks (Optional)

These steps are outside the automated replication schedule but are often useful in different situations or might

be dictated by your business continuity strategy.

10.

Manual incremental. You can run an
incremental replication manually,
outside the workload protection
contract.

Select the workload, then click Run
Incremental.

1.

Testing. You can test failover
functionality in a controlled manner
and environment.

See Using the Test Failover Feature.

Failover

12.

This step carries out a failover of
your protected workload to its replica
running in your appliance host.

See “Failover” on page 164.

Failback

13.

This step corresponds to the
business resumption phase after
you have addressed any problems
with your production workload.

See “Failback” on page 166.

Reprotection

14.

This step enables you to redefine
the original protection contract for
your workload.

See “Reprotecting a Workload” on
page 170.

A Reprotect command becomes
available after a successful failback.

Basic Workflow for Workload Protection and Recovery



Managing the PlateSpin Appliance
and Server

This section provides the information you need to activate your PlateSpin Forge license and
customize the PlateSpin product for your environment. Familiarize yourself with the PlateSpin tools
and configuration options. You can return to this section whenever you need to manage licenses or
users, or to customize settings.

*

*

Chapter 3, “Using PlateSpin Tools,” on page 35

Chapter 4, “Managing Licenses,” on page 43

Chapter 5, “Configuring User Authorization and Authentication,” on page 47

Chapter 6, “Configuring the Forge Appliance,” on page 51

Chapter 7, “Configuring the PlateSpin Server Application,” on page 65

Chapter 8, “Configuring PlateSpin Web Interface,” on page 81

Chapter 9, “Managing Multiple PlateSpin Servers in the Management Console,” on page 85
Appendix A, “Rebranding the PlateSpin Forge Web Interface,” on page 89

Managing the PlateSpin Appliance and Server
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3.1

Using PlateSpin Tools

Most of your interaction with the product takes place through the browser-based Web Interface. You
can also configure global parameters for the PlateSpin Server application using the web-based
PlateSpin Configuration page.

¢ Section 3.1, “Launching the Web Interface,” on page 35

*

Section 3.2, “Dashboard Overview,” on page 36

*

Section 3.3, “Workloads Overview,” on page 38

*

Section 3.4, “Workload Protection and Recovery Commands,” on page 39

*

Section 3.5, “Other PlateSpin Server Management Tools,” on page 40

Launching the Web Interface

1 (Optional) Configure PlateSpin Server and your web browser to use one of the supported
international languages instead of English. See “Configuring Language Settings for International
Versions” on page 65.

2 Open a supported web browser and go to:
htt ps:// Your _Pl at eSpi n_Ser ver/ For ge
Replace Your Pl at eSpi n_Ser ver with the DNS host name or the IP address of your Forge VM.
If SSL is not enabled, use ht t p in the URL.

The first time you log into PlateSpin Forge, the browser redirects to the License Activation page.
See Section 4.1, “Activating Your Product License,” on page 43.

3 Log in using the local Administrator user credentials for the Forge VM.

The default credentials for the Forge VM are user name Adni ni st rat or and password
Passwor d1. To modify the Administrator user password, you can log in remotely to the VM'’s
Windows desktop, and use Windows management tools to set a new password.

For information about setting up additional users for PlateSpin, see Chapter 5, “Configuring User
Authorization and Authentication,” on page 47.
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3.2 Dashboard Overview

The Dashboard page of the PlateSpin Forge Web Interface contains elements for navigating to
different functional areas of the interface and carrying out workload protection and recovery
operations.

Figure 3-1 The Default Dashboard Page of the PlateSpin Forge Web Interface
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The Dashboard page consists of the following elements:

1. Navigation bar: Found on most pages of the PlateSpin Forge Web Interface.

2. Visual Summary panel: Provides a high-level view of the overall state of the PlateSpin Forge
workload inventory,

3. Tasks and Events panel: Provides information about events and tasks requiring user attention.
The following topics provide more details:

+ Section 3.2.1, “Navigation Bar,” on page 37
¢ Section 3.2.2, “Visual Summary Panel,” on page 37
¢ Section 3.2.3, “Tasks and Events Panel,” on page 38

NOTE: You can alter certain elements of the Web Interface to match your organization branding. For
more information, see “Rebranding the PlateSpin Forge Web Interface” on page 89.
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3.21 Navigation Bar

The Navigation bar provides the following links:

+ Dashboard: Displays the default Dashboard page.
+ Workloads: Displays the Workloads page. See “Workloads Overview” on page 38.
+ Tasks: Displays the Tasks page, which lists items requiring user intervention.

+ Reports: Displays the Reports page. See “Generating Workload and Workload Protection
Reports” on page 184.

+ Settings: Displays the Settings page, which provides access to the following configuration
options:

+ Protection Tiers: See “Protection Tiers” on page 172.

+ Workload Tags: See “Creating and Managing Workload Tags” on page 81.

+ Permissions: See “Configuring User Authorization and Authentication” on page 47.
+ Notification Settings: “Enabling Event Notifications” on page 67.

+ Replication Reports Settings: “Enabling Replication Reports” on page 69

¢+ SMTP: See “Configuring SMTP for the Email Notification Service” on page 67.

+ Licenses: See “Activating Your Product License” on page 43.

3.2.2 Visual Summary Panel

The Visual Summary panel provides a the high-level protection status of inventoried workloads, the
status of each licensed workloads, a license usage summary, and the amount of available storage.

Protection Status
The overall protection status of inventoried workloads are represented by three categories:

+ Protected: Indicates the number of workloads under active protection.

+ Failed: Indicates the number of protected workloads that the system has rendered as failed
according to that workload’s Protection Tier.

+ Underprotected: Indicates the number of protected workloads that require user attention.

Workload Summary

The Workload Summary presents the health status of each licensed workload listed on the Workloads
page. The maximum number of workload status dot icons matches the number of installed workload
licenses on the PlateSpin Server. For an unlimited license, the summary displays 96 dot icons. Table
3-1 describes the different workload states represented by the dot icons.

The icons represent workloads in alphabetical order, according to the workload name. Mouse over a
dot icon to display the workload name, or click the icon to display the corresponding Workload Details

page.
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Table 3-1 Dot Icon Workload Representation

Protected # Unprotected
& Failed Unprotected — Error
Underprotected & Expired
® Unused

License Summary

The License Summary displays the number installed licenses, and the number of licenses currently
used by the workloads.

Storage

Storage provides information about the total amount of container storage space available to
PlateSpin Forge, and the amount of space that is currently in use.

Tasks and Events Panel

The Tasks and Events panel shows the most recent Tasks, the most recent Past Events, and the next
Upcoming Events.

Events are logged whenever something relevant to the system or to the workload occurs. For
example, an event could be the addition of a new protected workload, the replication of a workload
starting or failing, or the detection of the failure of a protected workload. Some events generate
automatic notifications by email if SMTP is configured. See “Configuring Email Notification Services
for Events and Replication Reports” on page 66.

Tasks are special commands that are tied to events that require user intervention. For example, upon
completion of a Test Failover command, the system generates an event associated with two tasks:
Mark Test as Success and Mark Test as Fai | ure. Clicking either task results in the Test Failover
operation being canceled and a corresponding event being written in the history. Another example is
the Ful | Repl i cati onFai | ed event, which is shown coupled with a St art Ful | task. You can view a
complete list of current tasks on the Tasks tab.

In the Tasks and Events panel on the dashboard, each category shows a maximum of three entries.
To see all tasks or to see past and upcoming events, click View All in the appropriate section.

Workloads Overview

The Workloads page displays a table with a row for each inventoried workload. Click a workload
name to display a Workload Details page for viewing or editing configurations relevant to the

workload and its state. The Workloads list displays information about the workload’s availability
(online or offline), tag, protection tier, replication status and run times, and last test failover time.
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3.4

Figure 3-2 The Workloads Page
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NOTE: All time stamps reflect the time zone of the Forge VM. This might be different from the time
zone of the protected workload or the time zone of the host on which you are running the Web
Interface. A display of the server date and time appears at the bottom right of the client window.

Workload Protection and Recovery Commands

Commands reflect the workflow of workload protection and recovery. To perform a command for a
workload, select the corresponding check box at the left. Applicable commands depend on the
current state of a workload.

Figure 3-3 Workload Commands
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Table 3-2 summarizes workload commands along with their functional descriptions.

Table 3-2 Workload Protection and Recovery Commands

Workload Command Description

Configure Starts the workload protection configuration with parameters applicable to an
inventoried workload.

Prepare Replication Installs required data transfer software on the source and creates a failover workload
(a virtual machine) on the target container in preparation for workload replication.
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3.5.1

Workload Command

Description

Run Replication

Starts replicating the workload according to specified parameters (full replication).

Run Incremental

Performs an incremental transfer of changed data from the source to the target
outside the workload protection contract.

Pause Schedule

Suspends the protection; all scheduled replications are skipped until the schedule is
resumed.

Resume Schedule

Resumes the protection according to saved protection settings.

Test Failover

Boots and configures the failover workload in an isolated environment within the
container for testing purposes.

Prepare for Failover

Boots the failover workload in preparation for a failover operation.

Run Failover

Boots and configures the failover workload, which takes over the business services of
a failed workload.

Cancel Failover

Aborts the failover process.

Failback Following a failover operation, fails the failover workload back to its original
infrastructure or to a new infrastructure (virtual or physical).
Reprotect Following a successful Failback operation, the Reprotect option becomes available.

Remove Workload

Removes a workload from the inventory.

Other PlateSpin Server Management Tools

+ Section 3.5.1, “PlateSpin Configuration,” on page 40

+ Section 3.5.2, “Protect Agent Utility,” on page 41

PlateSpin Configuration

Some aspects of your PlateSpin Server’s behavior are controlled by configuration parameters that
you set on a configuration web page residing your Forge VM at:

https:// Your Pl at eSpi n_Server/ pl at espi nconfi gurati on/

NOTE: Under normal circumstances you should not need to modify these settings unless you are
advised to do so by PlateSpin Support.

To change and apply any configuration parameters:

1 From any web browser, open

htt ps:// Your _Pl at eSpi n_Ser ver/ pl at espi nconfi gurati on/

2 Search to locate the required server parameter and change its value.

3 Save your settings and exit the page.

A reboot or restart of PlateSpin services is not required to apply the changes.

The following topics provide information on specific situations when you might need to change
product behavior using PlateSpin Configuration parameters:

+ “Requirements for the PlateSpin Server to Function through NAT” on page 30
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¢ “Optimizing Data Transfer over WAN Connections” on page 72

+ “Optimizing Replication Environment Performance” on page 76

+ “Setting Reboot Method for the Configuration Service” on page 76

+ “Configuring Support for VMware vCenter Site Recovery Manager” on page 77
+ “Rebranding the Web Interface By Using Configuration Parameters” on page 89
+ “Configuring Windows Active Node Discovery” on page 122

+ “Troubleshooting the Configuration Service” on page 185

Protect Agent Utility

The Protect Agent utility (ProtectAgent.cli.exe) is a command line utility that you can use to install,
upgrade, query, or uninstall the block-based transfer drivers. Although a reboot is always required
when you install, uninstall, or upgrade drivers, the Protect Agent utility allows you to better control
when the action occurs and therefore, when the server reboots. For example, you can use the Protect
Agent utility to install the drivers during scheduled down time, instead of during the first replication.

See Appendix D, “Protect Agent Utility,” on page 151.

Using PlateSpin Tools
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4 Managing Licenses

4.1

411

After you have activated one license for the product, you can monitor the availability of workload
licenses, add new licenses, and remove expired licenses.

+ Section 4.1, “Activating Your Product License,” on page 43

+ Section 4.2, “About Workload License Consumption,” on page 44

+ Section 4.3, “Viewing License Information,” on page 45

+ Section 4.4, “Adding a License,” on page 46

+ Section 4.5, “Deleting a License,” on page 46

+ Section 4.6, “Generating a Licensing Report for Technical Support,” on page 46

Activating Your Product License

Your PlateSpin Forge product license entitles you to a specific number or unlimited number of
workloads for protection through workload licensing.

For PlateSpin Forge product licensing, you must have a license activation code. If you do not have a
license activation code, request one through the Customer Center (http://www.netiq.com/
customercenter/). A Customer Care representative will contact you and provide instructions for how
to access the license activation code through your Customer Center account.

NOTE: If you are an existing PlateSpin customer and you don't have a Customer Center account, you
must first create one, using the same email address as specified in your purchase order. See Create
Account (https://www.netiq.com/selfreg/jsp/createAccount.jsp).

You have two options for activating your product license: online or offline.

+ Section 4.1.1, “Online License Activation,” on page 43

+ Section 4.1.2, “Offline License Activation,” on page 44

Online License Activation

For online activation, PlateSpin Forge must have Internet access.

NOTE: HTTP proxies might cause failures during online activation. Offline activation is recommended
for users in environments that use HTTP proxy.

To set up online license activation:

1 In the Web Interface, click Add PlateSpin Forge License > Add License.
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4.1.2

4.2
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2 Select Online Activation.

3 Specify the email address that you provided when you placed your order and the activation code

you received, then click Activate.

The system obtains the required license over the Internet and activates the product.

Offline License Activation

For offline activation, you need a computer that has Internet access to access the PlateSpin Product
Activation website (http://www.platespin.com/productactivation/ActivateOrder.aspx) where you will
generate the license key file that you will use for offline license activation of the product.

1 In the Web Interface, click Add PlateSpin Forge License > Add License.

Select Offline Activation and copy the hardware ID shown.

3 In a web browser on a computer that has Internet access, navigate to the PlateSpin Product

Activation website (http://www.platespin.com/productactivation/ActivateOrder.aspx), then log in
with your Customer Center user name and password of the user account used when you
purchased the product.

Create a license key file. This process requires the following information:
+ the activation code that you received
+ the email address that you provided when you placed your order
+ the hardware ID that you copied in Step 2

Save the generated license key file, transfer it to the product host that does not have Internet
connectivity, and use it to activate the product.

In the Web Interface on the License Activation page, type the path to the file or browse to its
location, then click Activate.

The license key file is saved and the product is activated based on this file.

About Workload License Consumption

Your PlateSpin Forge product license entitles you to a specific or unlimited number of workloads for
protection through workload licensing. Every time you add a workload for protection, the system
consumes a single workload license from your license pool. You can recover a consumed license, if
you remove a workload, up to a maximum of five times.

On the Dashboard page of the PlateSpin Forge Web Interface, the License Summary displays the
current count of installed and consumed licenses.
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4.3

The Licenses page (Settings > Licenses) lists each installed license with its current counts for
consumed workload licenses and the remaining reassignments available for those licenses. The
page also shows the total number of remaining unused workload licenses for the PlateSpin Server.

Figure 4-1 License Count and Remaining Reassignments
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Generate Licensing Report
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Viewing License Information

The product Dashboard provides a License Summary that displays the total number of installed
licenses and the current number of consumed licenses.

You can view information about the workload licenses installed on a PlateSpin Server on the Licenses
page. For each license, you can view the current number of used workload licenses and the current
number of remaining reassignments available for used licenses.

To view license information:

1 In the Web Interface, select Settings > Licenses.

Dashboard Workloads Containers Tasks Reports Settings About  Help

Delete PC-MA-Wildfire-25-Multi 1000797 Unlimited

Generate Licensing Report

‘Workloads remaining: 25

2 View the license information:

+ Activation Code

*

Expiry Date
Workloads

+ Remaining Reassignments

*

3 View Workloads remaining for the number of available unused licenses.
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44 Adding a License

You use the same process for adding a new license as for activating the first license. See the
following for information:

+ Section 4.1.1, “Online License Activation,” on page 43

+ Section 4.1.2, “Offline License Activation,” on page 44

4.5 Deleting a License

You can delete an expired license on the Licenses page.

1 In the Web Interface, select Settings > Licenses.
2 View the license information.
3 Click Delete next to the expired license, then confirm the deletion.

4.6 Generating a Licensing Report for Technical
Support

If you have licensing issues, Technical Support might request you to generate a Licensing Report.
This diagnostic report contains encoded product information about the licenses you have activated
for your PlateSpin Server.

1 In the Web Interface, select Settings > Licenses.

2 Below the list of licenses, click View Licensing Report.

The Li censeReport . t xt file opens in a new browser tab or window, depending on your browser
settings.

3 Save the Li censeReport . txt file as Li censeReport. psl on your local computer.
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Configuring User Authorization and
Authentication

PlateSpin Forge provides role-based access to application, its operations, and workloads you
configure for protection.

+ Section 5.1, “About PlateSpin Forge Role-Based Access,” on page 47

+ Section 5.2, “Managing PlateSpin Forge Access and Permissions,” on page 48

+ Section 5.3, “Managing PlateSpin Forge Security Groups and Workload Permissions,” on
page 49

About PlateSpin Forge Role-Based Access

The user authorization and authentication mechanism of PlateSpin Forge is based on user roles, and
controls application access and operations that users can perform. The mechanism is based on
Integrated Windows Authentication (IWA) and its interaction with Internet Information Services (11S).

The role-based access mechanism enables you to implement user authorization and authentication
in several ways:
+ Restricting application access to specific users
+ Allowing only specific operations to specific users
+ Granting each user access to specific workloads for performing operations defined by the
assigned role

Every PlateSpin Forge instance has the following set of operating system-level user groups that
define related functional roles:

+ Workload Protection Administrators: Have unlimited access to all features and functions of
the application. A local administrator is implicitly part of this group.

+ Workload Protection Power Users: Have access to most features and functions of the
application, with some limitations such as restrictions in the capability to modify system settings
related to licensing and security.

+ Workload Protection Operators: Have access to a limited subset of system features and
functions, sufficient to maintain day-to-day operation.

When a user attempts to connect to PlateSpin Forge, the credentials provided through the browser
are validated by IIS. If the user is not a member of one of the Workload Protection roles, connection is
refused.

Table 5-1 Workload Protection Roles and Permission Details

Workload Protection Role Details Administrators Power Users Operators
Add Workload Allowed Allowed Denied
Remove Workload Allowed Allowed Denied
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5.2.1

Workload Protection Role Details Administrators Power Users Operators

Configure Protection Allowed Allowed Denied
Prepare Replication Allowed Allowed Denied
Run (Full) Replication Allowed Allowed Allowed
Run Incremental Allowed Allowed Allowed
Pause/Resume Schedule Allowed Allowed Allowed
Test Failover Allowed Allowed Allowed
Failover Allowed Allowed Allowed
Cancel Failover Allowed Allowed Allowed
Abort Allowed Allowed Allowed
Dismiss (Task) Allowed Allowed Allowed
Settings (All) Allowed Denied Denied
Run Reports/Diagnostics Allowed Allowed Allowed
Failback Allowed Denied Denied
Reprotect Allowed Allowed Denied

In addition, PlateSpin Forge software provides a mechanism based on security groups that define
which users should have access to which workloads in the PlateSpin Forge workload inventory.

To set up a proper role-based access to PlateSpin Forge:

1 Add users to the required user groups detailed in Table 5-1. See your Windows documentation.

2 Create application-level security groups that associate these users with specified workloads.
See “Managing PlateSpin Forge Security Groups and Workload Permissions” on page 49.

Managing PlateSpin Forge Access and
Permissions

The following sections provide more information:

+ Section 5.2.1, “Modifying the Administrator User Password for the Forge VM,” on page 48
+ Section 5.2.2, “Adding PlateSpin Forge Users,” on page 49
+ Section 5.2.3, “Assigning a Workload Protection Role to a PlateSpin Forge User,” on page 49

Modifying the Administrator User Password for the Forge
VM
The default credentials for the Forge VM are user name Admi ni st r at or and password Passwor d1.

To modify the Administrator user password:

1 Launch a Remote Desktop connection to the Forge VM, using the IP address that you
configured for the VM.
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5.2.2

5.2.3

5.3

2 Log in as the Administrator user, using the current credentials.
3 Use Windows management tools to set a new password for the Administrator user.
4 Log out and close the Remote Desktop connection.

Adding PlateSpin Forge Users

Use the procedure in this section to add a new PlateSpin Forge user.

If you want to grant specific role permissions to an existing user on the Forge VM, see “Assigning a
Workload Protection Role to a PlateSpin Forge User” on page 49.

You can now assign a workload protection role to the newly created user. See “Assigning a Workload
Protection Role to a PlateSpin Forge User” on page 49.

Assigning a Workload Protection Role to a PlateSpin Forge
User

Before assigning a role to a user, determine the collection of permissions that best suits that user.
See Table 5-1, “Workload Protection Roles and Permission Details,” on page 47.

It might take several minutes for the change to take effect. To attempt applying the changes manually,
restart your server by using the Rest art Pl at eSpi nSer ver . exe executable.

To restart the PlateSpin Server:
1 Before you attempt to restart the PlateSpin Server, pause all of your contracts, or verify that no
replications, failovers, or failbacks are in progress. Do not continue until all workloads are idle.
2 On the PlateSpin Server host, navigate to the . . \ bi n\ Rest art Pl at eSpi nSer ver subdirectory.
3 Double-click the Rest art Pl at eSpi nSer ver . exe executable.
A command prompt window opens, requesting confirmation.
4 Confirm by typing Y and pressing Ent er .

You can now add this user to a PlateSpin Forge security group and associate a specified collection of
workloads. See “Managing PlateSpin Forge Security Groups and Workload Permissions” on page 49.

Managing PlateSpin Forge Security Groups and
Workload Permissions

PlateSpin Forge provides a granular application-level access mechanism that allows specific users to
carry out specific workload protection tasks on specified workloads. This is accomplished by setting
up security groups.

1 Assign a PlateSpin Forge user a Workload Protection Role whose permissions best suit that role
in your organization. See “Assigning a Workload Protection Role to a PlateSpin Forge User” on
page 49.

2 Access PlateSpin Forge as an administrator by using the PlateSpin Forge Web Interface, then
click Settings > Permissions.

The Security Groups page opens.
3 Click Create Security Group.
4 In the Security Group Name field, type a name for your security group.
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5 Click Add Users and select the required users for this security group.

If you want to add a PlateSpin Forge user who was recently added to the Forge VM, it might not
be immediately available in the user interface. In this case, first click Refresh User Accounts.

Choose users to grant access to this group:

Grant Name Roles

ADLERVoperatort Workload Protection Cperator

OK ] ’ Cancel

6 Click Add Workloads and select the required workloads:

Choose workloads to include in this group:
Include Workload Name Security Group
|:| vslesllsp3wad example.com [Unazsigned]
[l WV [Unassigned]
| AE-W2K3-1 [Unassigned]
AE-W2K3-3 [Unassigned]
AE-W2K3-4 [Unassigned]

[ QK ] [ Cancel

Only users in this security group will have access to the selected workloads.
7 Click Create.

The page reloads and displays the your new group in the list of security groups.

To edit a security group, click its name in the list of security groups.
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6.1

Configuring the Forge Appliance

The PlateSpin Forge Appliance consists of the host hardware and a virtual machine running a
Microsoft Windows operating system with the PlateSpin Forge software installed. This section
provides information about appliance setup and maintenance tasks that you might need to perform
regularly on the Forge VM.

+ Section 6.1, “Modifying the Password for the SQL Server System Administrator User,” on
page 51

+ Section 6.2, “Setting Up Appliance Networking,” on page 52

+ Section 6.3, “Using External Storage Solutions with PlateSpin Forge,” on page 53

+ Section 6.4, “Managing the Forge VM with vSphere Web Client,” on page 54

+ Section 6.5, “Physically Relocating the Appliance,” on page 58

+ Section 6.6, “Recovering the Forge Management VM to Factory Defaults,” on page 61

+ Section 6.7, “Resetting the Forge Appliance to Factory Defaults,” on page 63

Modifying the Password for the SQL Server
System Administrator User

PlateSpin Forge Appliance ships with Microsoft SQL Server 2014 database engine configured for the
PlateSpin database. Initially, the database engine uses a generated a password for the SQL system
administrator user (sa). You can use your Windows Administrator credentials and SQL management
tools to modify the password without needing to know the generated password.

NOTE: For improved security, we strongly recommend that you modify the password for the SQL
Server sa credentials after you set up the Forge appliance in your environment. After you set a
custom password for the sa user, you must be able to provide the password when you apply future
upgrades for PlateSpin Forge Server software.

The Microsoft OSQL (osql ) utility is included in the SQL Server software. You can use this tool to
modify the SQL system administrator password for your SQL Server database engine. After you
change the password, you must update the information for PlateSpin Server and restart the Platespin
Server service.

To modify the SQL Server sa user password:

1 Log in to the Forge VM as the local Administrator user.
2 Launch the Administrator Command Prompt.
3 Modify the SQL system administrator password. Enter

osql -S .\PlateSpinDB -E -Q "ALTER LOG@ N sa WTH PASSWORD = ' ${ NewPasswor d} "' "

This OSQL syntax executes the query that follows the -Q option, and then exits the OSQL utility.

This command uses the ALTER LOGQ N syntax rather than the sp_passwor d stored procedure as
recommended by Microsoft in “sp_password (Transact-SQL)” in the Microsoft SQL Server
documentation.
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6.2

6.2.1

6.2.2

For information about syntax and commands for OSQL, see “OSQL Utility” in the Microsoft SQL
Server documentation.

4 Update PlateSpin with the new password for the SQL system administrator user. Enter

%PROGRAM FI LES% " Pl at eSpi n For ge
Server "\ bi n\ Pl at eSpi n. Updat eConnectionString. exe /instance=.\Pl ateSpi nDB /
user nane=sa / passwor d=${ NewPasswor d}

5 Restart the PlateSpin Server service. Enter

%PROGRAM FI LES% Pl at eSpi n For ge
Server\ bi n\ Restart Pl at eSpi nServer\ Rest art Pl at eSpi nSer ver . exe

Setting Up Appliance Networking

This section provides information about customizing the networking settings of your appliance host.

¢ Section 6.2.1, “About Appliance Host Networking,” on page 52
+ Section 6.2.2, “Moving or Creating a vSwitch,” on page 52
+ Section 6.2.3, “Assigning VLAN Tags to Forge Port Groups,” on page 53

About Appliance Host Networking

Your PlateSpin Forge appliance has six physical network interfaces configured for external access:

+ External Test Network: To isolate network traffic when testing a failover workload with the Test
Failover feature.

+ Internal Test Network: For testing a failover workload in complete isolation from the production
network.

+ Replication Network: To provide the system with networking designated for ongoing traffic
between your production workload and its replica in the Management VM.

+ Production Network: For real-life business continuity networking when performing a failover or
a failback.

+ Management Network: The Forge VM network.

+ Appliance Host Network: Hypervisor management network. This network is unavailable for
selection in the PlateSpin Forge Web Interface.

Moving or Creating a vSwitch

By default, PlateSpin Forge ships with all 6 physical network interfaces mapped to one vSwitch in the
hypervisor. You can customize the mapping to better suit your environment. For example, you can
protect a workload that has two NICs, one of which is used for production connectivity, and the other
strictly for replications. See Move / Create a vSwitch on your Forge Appliance, Knowledgebase
Article 7921062 (https://www.netiq.com/support/kb/doc.php?id=7921062).

NOTE: Configuration of your vSwitch must be performed before any workloads are added for
protection on the Forge appliance. Modifying your vSwitch after protection contracts have already
been established can have adverse effects on contracts.

All networks must be routable in order for the Forge appliance to function properly.
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6.2.3

6.3

6.3.1

Assigning VLAN Tags to Forge Port Groups

To further fine-tune the control of your network traffic, consider assigning a different VLAN ID to each
of the individual port groups. Separate VLANSs help to ensure that your production network is not
interfered with by traffic from workload protection and recovery operations. See Assigning VLAN Tags
to Forge Port Groups, Knowledgebase Article 21057 (https://www.netiq.com/support/kb/
doc.php?id=7921057).

Using External Storage Solutions with PlateSpin
Forge

The following sections contain information to help you with the setup and configuration of external
storage for PlateSpin Forge.

+ Section 6.3.1, “Using Forge with SAN Storage,” on page 53
+ Section 6.3.2, “Adding a SAN LUN to Forge,” on page 54

Using Forge with SAN Storage

PlateSpin Forge supports your external storage solutions, such as Storage Area Network (SAN)
implementations. Both Fibre Channel (FC) and iSCSI solutions are supported as external storage for
the Forge Appliance.

SAN support for Fibre Channel and iSCSI HBAs allows a Forge appliance to be connected to a SAN
array. You can then use SAN-array LUNs (Logical Units) to store workload data. Using Forge with a
SAN improves flexibility, efficiency, and reliability.

Each SAN product has its own nuances and differences that do not apply from one hardware
manufacturer to the next. This is especially true when considering how these products connect and
interact with the Forge VM. As such, specific configuration steps for each possible environment and
context are beyond the scope of this guide.

The best place to find this type of information is from your hardware vendor or your SAN product
sales representative. Many hardware vendors have support guides available describing these tasks
in detail. You can also find information at the following VMware documentation websites:

See the documentation for VMware ESXi 6.5 U1 on the VMware Documentation website:

VMware Documentation Description

vSphere Storage Discusses the use of ESX Server with storage area
networks using Fibre Channel, iSCSI, and Fibre
Channel over Ethernet.

VMware Compatibility Guide for IO Devices Lists the currently supported HBAs, HBA drivers, and
driver versions for VMware 6.5 U1.

VMware Compatibility Guide for Storage/SAN Lists the currently approved storage arrays for
VMware 6.5 U1.

VMware ESXi 6.5 Ul Release Notes Provides information about known issues and
workarounds.

VMware ESXi 6.5 Knowledge Base Provides information on common issues and
workarounds.
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6.3.2

6.4

6.4.1

You can learn more about iISCSI SANs by visiting the Storage Networking Industry Association
website (http://www.snia.org/education/storage_networking_primer/ipstorage/).

Adding a SAN LUN to Forge

PlateSpin Forge supports the use of Storage Area Network (SAN) storage, but before Forge can
access an existing SAN, a SAN Logical Unit (LUN) needs to be added to its VMware host.

1 Set up and configure your SAN system.

2 Access the appliance host.

3 In the vSphere Web Client, click the root (top-level) node in the Inventory panel, then click the
Configuration tab.

4 Click the Add Storage hyperlink in the upper right.
5 In the Add Storage Wizard, click Next until you are prompted to specify datastore information.

6 Specify a datastore name and click Next in the subsequent wizard pages. When the wizard
finishes, click Finish.

7 Click Storage under Hardware to see the Forge datastores. The newly added SAN LUN should
appear in the window.

8 Quit the VMware client program.

In the PlateSpin Forge Web Interface, the new datastore does not appear until the next replication
runs and the Application Host is refreshed. You can force a refresh by selecting Settings >
Containers and clicking +s near the appliance host name.

Managing the Forge VM with vSphere Web Client

Occasionally you might need to work directly with the Forge VM and perform maintenance tasks as
described here or when you are advised to do so by PlateSpin Support. Use the vSphere Web Client
to access the Forge VM, including its OS interface and VM settings.

+ Section 6.4.1, “Accessing the vSphere Web Client,” on page 54

*

Section 6.4.2, “Accessing the Console for the Forge Management VM,” on page 55

*

Section 6.4.3, “Shutting Down or Starting the Forge Management VM,” on page 56

*

Section 6.4.4, “Managing Snapshots of the Forge VM on the Appliance Host,” on page 56

*

Section 6.4.5, “Manually Importing VMs into the Appliance Host’s Datastore,” on page 57

*

Section 6.4.6, “Applying Windows Security Updates to the Forge VM,” on page 57

Accessing the vSphere Web Client

The vSphere Web Client is your management interface with the VMware ESXi host. It is installed
automatically on the Forge appliance. It is accessible through a web browser on your Forge
administrative computer. A network connection is required between the administrative computer and
the Forge Appliance.

You will use the vSphere Web Client to configure aspects of the Forge Appliance software. You will
also use it to manage the ESXi host, to power on and off the Forge Management VM, and to access
the Console for the Forge Management VM.

Use a supported web browser on the administrative computer to connect to the VMware vSphere
Web Client.
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NOTE: VMware supports the vSphere Web Client on the latest version of Google Chrome, Mozilla
Firefox, and Internet Explorer 11. See the VMware Knowledgebase article vSphere Client (HTML5)
and vSphere Web Client 6.5 FAQ (2147929) (https://kb.vmware.com/kb/2147929)).

1 On the PlateSpin administrative computer, launch a supported web browser.

2 Specify the ESXi hypervisor URL to open the VMware vSphere Web Client on the Forge
Appliance:

https://192. 168. 1. 200

3 If you are prompted that your connection is not secure, add the security exception for the
VMware ESXi server on the Forge Appliance. Click Add Exception, review the Certificate
information, then click Confirm Security Exception.

4 Log in with the vSphere administrator credentials to the vSphere Web Client. Default credentials
are:

User name: r oot
Password: Passwor d1

5 If you are prompted in browser pop-up dialog to save credentials, do not select to save
credentials.

6 In the Help Us Improve the VMware Host Client dialog, deselect the check box to Join the
VMware Customer Experience Improvement Program, then click OK.

6.42 Accessing the Console for the Forge Management VM

1 On the PlateSpin administrative computer, launch the vSphere Web Client, then log in with your
administrator-level credentials.

2 If the VM is not running, power on the PlateSpin Forge Management VM. In the program tree
view, select the PlateSpin Forge Management VM, then click the green Play button to power it
on.

3 At the top of the right panel, click the Console tab.
The Client’s console area displays the Forge VM’s Windows interface.
4 Click inside the remote console window to access the Windows desktop for the VM.

Use the console to work with the Forge Management VM the same way as you would work with
Windows on a physical machine.
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6.4.3

6.4.4

TIP

+ To unlock the Management VM, click inside the console and press Ctrl+Alt+Insert.
+ To release the cursor for working outside the vSphere Web Client, press Ctrl+Alt.

Shutting Down or Starting the Forge Management VM

Occasionally, you might need to shut down and then restart the Forge Management VM, such as
when you relocate the appliance.

To shut down the Forge VM gracefully:

1 Use the vSphere Web Client to access the Forge VM host.
2 Open the VM console for the Forge VM.

3 In the VM Console, use the standard Windows procedure to shut down the VM. (Select Start >
Shut Down.)

Wait for the VM to shut down gracefully.
To power on the Forge VM:

1 Use the vSphere Client to access the Forge VM host.
2 In the inventory panel at the left, right-click the PlateSpin Forge VM item and select Power on.

In the program tree view, you can alternatively select the PlateSpin Forge Management VM, then
click the green Play button to power it on.

Managing Snapshots of the Forge VM on the Appliance
Host

Occasionally you might need to take a point-in-time snapshot of your management VM, such as when
you upgrade Forge software or when you carry out troubleshooting tasks. You might also need to
remove snapshots (recovery points) to free storage space.

To manage snapshots of the Forge VM:

1 Launch the vSphere Client, then log in to the appliance host with administrator-level credentials.

2 In the inventory panel at the left, right-click the PlateSpin Forge VM item and select Snapshot >
Take Snapshot.

3 Type a name and a description for the snapshot, then click OK.

To revert the Forge VM to a previous state:

1 Launch the vSphere Client, then log in to the appliance host with administrator-level credentials.

2 In the inventory panel at the left, right-click the PlateSpin Forge VM item and select Snapshot >
Snapshot Manager.

3 In the tree representation of the VM states, select a snapshot, then click Go to.

To remove snapshots that represent recovery points:

1 Launch the vSphere Client, then log in to the appliance host with administrator-level credentials.
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2 In the inventory panel at the left, right-click the PlateSpin Forge VM item and select Snapshot >
Snapshot Manager.

3 In the tree representation of the VM states, select a snapshot, then click Remove.

Manually Importing VMs into the Appliance Host’s
Datastore

You might want to manually import VMs into the Appliance host’s datastore when you want your
failover workload to be created differentially. See “Initial Replication Method (Full and Incremental)’
on page 174.

1 At the production site, create a VM from your production workload (for example, by using
PlateSpin Migrate) and copy the VM files from the ESX host’s datastore to portable media, such
as a portable hard drive or a USB flash drive. Use the Datastore Browser of the client software to
browse and locate the files.

2 Atthe disaster recovery site, attach the media to a workstation that has network access to Forge.

3 Use the vSphere Client’s Datastore Browser to access the Forge datastore (Storage1) and
upload the VM files from the temporary media. Use the uploaded VM to register it with the
appliance host (right-click > Add to Inventory).

4 Refresh the PlateSpin Forge inventory. In the PlateSpin Forge Web Interface, click Settings >
Containers, then click the Refresh icon ¢ next to the appliance host.

Applying Windows Security Updates to the Forge VM

We recommend that you use Windows updates to apply Windows Server 2012 R2 security updates
to the Forge VM during a maintenance window. Use the following procedure to ensure that the update
process does not interrupt your protection processes and workflow.

To apply Windows security updates to the Forge VM:
1 During a maintenance window, access the Forge VM console by using the VMware vSphere
Web Client.

2 From within the Forge VM’s Windows interface, check for security updates from Microsoft.

3 Use the PlateSpin Forge Web Interface to put PlateSpin Forge into maintenance mode by
pausing all replication schedules and ensuring that any incomplete replications are complete.

4 Take a snapshot of the Forge VM. See “Managing Snapshots of the Forge VM on the Appliance
Host” on page 56.

5 Download and install the required security patches. After the installation finishes, reboot the
Forge VM.

6 Use the PlateSpin Forge Web Interface to resume replications paused in Step 3, then verify that
replications are working properly.

7 Remove the snapshot of the Forge Management VM that you took in Step 4. See “Managing
Snapshots of the Forge VM on the Appliance Host” on page 56.
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6.5.1

6.5.2

Physically Relocating the Appliance

If you physically relocate your PlateSpin Forge appliance you must modify the IP addresses of its
components to reflect the new environment. These are the IP addresses you specified during the
initial setup of the appliance. See the PlateSpin Forge Getting Started Guide.

The specifics of the relocation process vary depending on whether the new IP address of the
appliance at the target site is known (scenario 1) or unknown (scenario 2).

+ Section 6.5.1, “Prerequisites for Relocating Forge,” on page 58

+ Section 6.5.2, “Scenario 1: Relocating Forge When the New IP Address Is Known,” on page 58

¢ Section 6.5.3, “Scenario 2: Relocating Forge When the New IP Address Is Unknown,” on
page 59

Prerequisites for Relocating Forge

Before you start the relocation procedure:
1 Pause all replication schedules, ensuring that at least one incremental has run for each
workload:
1a Launch your PlateSpin Forge Web Interface.
1b In the Workloads list, verify that at least one incremental has run for each workload.
1c Select all workloads, click Pause, then click Execute.
1d Ensure that the status Paused is displayed for all the workloads.

Scenario 1: Relocating Forge When the New IP Address Is
Known

To relocate the Forge Appliance Hardware when you know its new IP address:

1 Ensure that replication schedules for all workloads are in a Paused state.
See “Prerequisites for Relocating Forge” on page 58.

2 Launch the Forge Appliance Configuration Console (Forge ACC). Launch a web browser and go
to http://<Forge_I P_address>; 10000.

3 Log in using the f or geuser account and click Configure Host.
4 Enter the new network parameters and click Apply, then click Continue to confirm the change.

If you are relocating the Forge Appliance to a new IP address that is not currently accessible
(until you physically relocate the Appliance), you must deselect Verify network settings before
saving on the Confirmation dialog before you continue, or the configuration will not be able to set
the new IP address.

5 Wait for the configuration process to complete and for the browser window to display the
Configuration Successful popup window.

If the configuration process returns a timeout error, ensure you have the Forge Management VM
correctly licensed with a single container license, then try again.

NOTE: The link in the popup window for the new Forge ACC address will not work until you
physically disconnect your appliance and connect it to the new subnet.
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6 In the vSphere Client, shut down the appliance:

6a Shut down the Forge Management VM. (In the Forge Management VM Console, select
Start > Shut Down.)

See “Shutting Down or Starting the Forge Management VM” on page 56. Wait for the VM to
shut down gracefully.

6b Shut down the Appliance Host:

6b1 At the Forge Management VM Console, switch to the ESX Server console by pressing
Alt-F2.

6b2 Log in as the superuser (user r oot with the associated password).
6b3 Type the following command and press Enter:
shut down -h now
Wait for the Appliance Host to shut down gracefully.
6c Power down the appliance.
7 Disconnect your appliance, move it to the new site, attach it to the new subnet, and power it on.
The new IP address should now be valid.

8 Launch the Forge ACC and log in using the f or geuser account, click Configure Forge VM,
specify the required parameters, then click Apply.

9 Verify that the setting are correct, click Continue, and wait for the process to complete.

NOTE: If you configured the Forge Management VM to use DHCP, do the following after the
relocation:

1. Determine the Forge Management VM'’s new IP address. Use the vSphere Web Client to
access the Forge Management VM, then look up the IP address in the VM’s Windows interface.

See “Accessing the Console for the Forge Management VM” on page 55.

2. Use the new IP address to launch the PlateSpin Forge Web Interface, then refresh the
container. Click Settings > Containers > then click the Refresh icon +4.

10 Resume the paused replications.

6.5.3 Scenario 2: Relocating Forge When the New IP Address Is
Unknown

To relocate the Forge Appliance Hardware when its new IP address is unknown:

1 Ensure that replication schedules for all workloads are in a Paused state.
See “Prerequisites for Relocating Forge” on page 58.
2 Shut down the appliance:
2a Shut down the Forge Management VM:
2a1 Access the Forge Management VM Console.
2a2 Click inside the console to access the Windows desktop.
2a3 Shut down the Forge Management VM. (Select Start > Shut Down.)
Wait for the VM to shut down gracefully.
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2b Shut down the VMware host:

2b1 Log in to the local console of the Forge Appliance, then press Alt+F2 to open the
VMware console.

2b2 Enter hal t at the console prompt, or press F12 to initiate the shutdown sequence.

The shutdown sequence will switch screens, hiding the VMware shutdown process.
Press Alt+F2 to return to the screen that displays the shutdown sequence.

The Syst em hal t ed message is displayed on the console when the shutdown is
complete.

2c Power down the appliance.
3 Disconnect your appliance, move it, attach it to the new network, then power it on.

4 Set up an administrative computer (a laptop computer is recommended) so that it is able to
communicate with Forge at its currently configured IP address (the IP address at the old site),
then connect it to the Appliance using either of the following methods:

+ Connect both machines to the same Ethernet switch or hub.

Hub/Switch
i o
. | <=
PlateSpin Forge Administrative
Appliance Computer

-OR-
¢ Connect the two machines using an Ethernet crossover cable.

) Crossover Cable m

PlateSpin Forge Administrative
Appliance Computer

Launch the Forge ACC. Open a browser and go to htt p: / / <For ge_| P_addr ess>: 10000.
Log in using the f or geuser account, then click Configure Host.

Enter the new network parameters and click Apply.

0 N OO O

Wait for the configuration process to complete and for the browser window to display the
Configuration Successful popup window.

If the configuration process returns a timeout error, ensure you have the Forge VM correctly
licensed with a single container license, then try again.

NOTE: The link in the popup window for the new Forge ACC address will not work until after you
connect the appliance to the new subnet.

9 Disconnect the computer from the appliance and connect the appliance to the new subnet.
The new IP address should now be valid.

10 Launch the Forge ACC and log in using the f or geuser account, click Configure Forge VM,
specify the required parameters, then click Apply.
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11 Verify that the setting are correct, click Continue, and wait for the process to complete.

NOTE: If you configured the Forge VM to use DHCP, do the following after the relocation:
1. Determine the Forge VM'’s new IP address.

Use the vSphere Web Client to access the Forge Management VM and look it up in the
VM’s Windows interface. See “Accessing the Console for the Forge Management VM” on
page 55.

2. Use the new IP address to launch the PlateSpin Forge Web Interface, then refresh the
container. Click Settings > Containers > then click the Refresh icon +5.

12 Resume the paused replications.

6.6 Recovering the Forge Management VM to Factory
Defaults

To recover the Forge Management VM to factory defaults:

1 Pause all replication schedules and ensure that no replications are running:

1a In your PlateSpin Forge Web Interface, select all workloads, click Pause Schedule, then
click Execute.

1b Ensure that the status Paused is displayed for all the workloads.

1c Ensure that the Replication Status of each of the protected workloads is Idle. Wait for any
replications that are underway to complete, or abort the running operations.

2 (Optional) Export the workload contracts data if you want to use the same contracts after the VM
recovery to factory defaults:

2a Log in as an Administrator user to the Forge Management VM.

2b Open a Command Prompt and navigate to D: \ Program Fi | es\ Pl at eSpi n For ge
Server\ Pl at eSpi n For ge\ bi n\ | nport Export.

2c Enter
I mport Export Al | . bat /export /dir "C\tenp"

2d Copy the exported XML file to a location where it can be available for import after the VM
recovery.

3 Shut down the Forge Management VM. See “Shutting Down or Starting the Forge Management
VM” on page 56.

4 Launch the Forge Appliance Configuration Console (Forge ACC): open a web browser and go to
http://<Forge_| P_address>: 10000.

5 Log in using the f or geuser account, then click Recovery.

6 Review the Recover Your Forge Management VM advisory, then confirm by clicking Yes, start
the recovery process.
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Home Host ForgeVM Logs Recovery

Recover Your Forge Management VM

This recavery operation will recover wour Forge Management Wi Lo its origingl ractory state. Al sellings and configuration data will be lost.

This operation may take up to 30 minutes to complete. Would you ke to recaver the Faorge Management Vid?

Carecel Yes, start the recovery process

Version: 11.3.0 546 Wied. Mar 14, 2018, 13:45 MDT Change Password | Log out

7 Wait for the configuration process to complete and for the browser window to display the
Recovery Successful message.

8 Launch the Forge ACC and log in using the f or geuser account, click Configure Forge VM,
specify the required parameters, then click Apply.

9 Verify that the setting are correct, click Continue, and wait for the process to complete.

NOTE: If you configured the Forge VM to use DHCP, do the following after the recovery:

1. Determine the Forge VM’s new IP address. Use the vSphere Web Client to access the Forge
VM and look up the IP address in the VM’s Windows interface.

See “Accessing the Console for the Forge Management VM” on page 55.

2. Use the new IP address to launch the PlateSpin Forge Web Interface and refresh the
container (click Settings > Containers > then click +).

10 If you exported contracts in Step 2, import them to the recovered VM:
10a Log in as an Administrator user to the Forge Management VM.
10b Copy the exported XML file to C: \ t enp.

10c Open a Command Prompt and navigate to D: \ Program Fi | es\ Pl at eSpi n For ge
Server\ Pl at eSpi n For ge\ bi n\ | nport Export.

10d Enter
I mport Export Al l . bat /inport /dir "C\tenp"

10e After the import is complete, connect to the Forge Web Interface to confirm that the data is
intact.

11 Resume the paused replications.

In case of failure, call Micro Focus Customer Care and be prepared to provide the log files. Log files
required for troubleshooting the recovery process are:

¢ /var/log/forge/forge-recovery.|og

¢ /var/log/forge/ I NSTALL_LOG | og

¢ /var/l og/ weasel .| og

¢ /vnfs/vol unes/ For geSyst eml PLATESPI NFORGE_LOGS/ f or ge. | og

The contents of these log files should also be available by selecting the Logs tab in the Forge ACC
interface.
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Home | Host ForgeVM Logs Recovery

Configure Host | Apply | [cancel ]

6.7 Resetting the Forge Appliance to Factory Defaults

NOTE: Depending on your PlateSpin Forge model, this process might take up to 45 minutes or
longer.

To reset your Forge Appliance unit to its factory default state:

1 Disconnect all external/remote/shared storage systems from Forge, such as Fibre Channel,
iISCSI, or NFS.

2 Disconnect all network cables from the Forge Appliance.

WARNING: If you are performing a factory reset on multiple Forge appliances connected to the
same physical switch, skipping this step might cause IP address conflicts and result in failure.

3 Reboot the appliance VMware host:
3a Log in to the VMware host:
3a1 At the local console of the Forge Appliance, press Alt+F1.
3a2 Login asroot (password: Passwordl).
3b Press Alt+F2 to open the VMware console.

IMPORTANT: Make a note of the factory reset IP address of the appliance shown on this
page. You need this address to log in to the Forge ACC and “relocate” the container to a
known, valid IP address. Use the procedure documented in “Physically Relocating the
Appliance” on page 58 to reset the IP properly.

3c Press F12 to shut down the VMware console.
3d Log in with your administrator-level credentials.
3e Press F2 to shut down VMware, then power down the appliance.

3f If your Forge model does not include an optical media player, attach a optical media player
to the appliance.

3g Boot the appliance from the PlateSpin Forge CD/DVD media. Wait for the SYSLINUX menu
to display.

4 Select the PlateSpin Forge Factory Reset option and press Enter. Ensure that you do this before
the default configuration is automatically applied (about 10 seconds).

5 Wait for the Factory Reset process to complete.
If the reset process is successful, the VMware window should look similar to the following:
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VHuare ESXI 6.5.8 (VMKernel Release Build 7388687)

BGC618L 190 11601.2.11111001.80.68001

on(RY Silver 4114 CPU B 2.20GHz

Dounload tools to manage this host fron:
http://forgell/

http://192, 166. 1. 200 (STATIC)

http:// (Feff: :6218:44FF :Feeb: 7aeBl/ (STATIC)

<F2) Custonize Systen/Vieu Logs <F12> Shut Doun/Restart

If the reset process fails, the console message should look similar to the following:

The Pl ateSpin Forge Installation has failed.

CAUSE OF FAI LURE:
- Unable to recover the Forge Managenent VM from backup
- The Forge Factory Reset FIRST_BOOT.SH script failed

Pl ease consult the systemlog file located at /vnfs/vol unes/ For geSyst emi PLATESPI NFORCGE_LOGS/
forge.log for details.

In case of failure:

+ Contact Micro Focus Customer Care and be prepared to provide the log files. Log files required
for troubleshooting the reset process are:
+ /var/log/forgel/forge-recovery. | og
¢ /var/log/forge/ | NSTALL_LOG | og
* /var/log/ weasel .| og
* /vnfs/vol unes/ f or geSyst eml PLATESPI NFORGE_LOGS/ f or ge. | og

The contents of these log files should also be available by selecting the Logs tab in the Forge
ACC interface.

& PlateSpin

Home  Host ForgeVM Logs Recowvery

Configure Host Apply | [cancer

+ Consider rebuilding the Forge Appliance using a Field Rebuild Kit that you can obtain from Micro
Focus Customer Care. For rebuild instructions, see the PlateSpin Forge 11.3 Rebuild Guide.
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741

7.1.1

Configuring the PlateSpin Server
Application

This section describes configuration requirements and setup for PlateSpin Forge.

¢ Section 7.1, “Configuring Language Settings for International Versions,” on page 65

+ Section 7.2, “Configuring Email Notification Services for Events and Replication Reports,” on
page 66

¢ Section 7.3, “Configuring Alternate IP Addresses for PlateSpin Server,” on page 70

+ Section 7.4, “Configuring Behavior for Installing Network Drivers on Target Physical Machines at
Failback,” on page 70

+ Section 7.5, “Optimizing Data Transfer over WAN Connections,” on page 72

+ Section 7.6, “Optimizing Replication Environment Performance,” on page 76

¢ Section 7.7, “Setting Reboot Method for the Configuration Service,” on page 76

+ Section 7.8, “Configuring Support for VMware vCenter Site Recovery Manager,” on page 77

Configuring Language Settings for International
Versions

In addition to English, PlateSpin Forge provides National Language Support (NLS) for the following
international languages:

¢ Chinese Simplified
¢ Chinese Traditional
+ French

¢ German

¢ Japanese

To manage your PlateSpin Server in one of these supported languages, configure the language code
for the operating system on the Forge VM and in your Web browser.

+ Section 7.1.1, “Setting the Language on the Operating System,” on page 65
+ Section 7.1.2, “Setting the Language in Your Web Browser,” on page 66

Setting the Language on the Operating System

The language of a small portion of system messages generated by the PlateSpin Forge Server
depends on the operating system interface language selected in your Forge VM.

To change the operating system language:

1 Access your Forge VM.
See “Accessing the Console for the Forge Management VM” on page 55.
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2 Start the Regional and Language Options applet (click Start > Run, type i ntl. cpl, and press
Enter), then click the Languages (Windows Server 2003) or Keyboards and Languages
(Windows Server 2008) tab, as applicable.

3 Ifitis not already installed, install the required language pack. You might need access to your OS
installation media.

4 Select the required language as the interface language of the operating system. When you are
prompted, log out or restart the system.

71.2 Setting the Language in Your Web Browser

To use the PlateSpin Forge Web Interface in one of these languages, the corresponding language
must be added in your web browser and moved to the top of the order of preference:
1 Access the Languages setting in your web browser:
¢ Chrome:

1. From the Chrome menu, click Settings, then scroll to and click Show advanced
settings.

2. Scroll to Languages, then click Language and input settings.

+ Firefox:
1. From the Tools menu, select Options, then select the Content tab.
2. Under Languages, click Choose.

¢ Internet Explorer:
1. From the Tools menu, select Internet Options, then select the General tab.
2. Under Appearance, click Languages.

2 Add the required language and move it up the top of the list.

3 Save the settings, then start the client application by connecting to your PlateSpin Forge Server.
See “Launching the Web Interface” on page 35.

NOTE: (For users of Chinese Traditional and Chinese Simplified languages) Attempting to connect to
the PlateSpin Forge Server with a browser that does not have a specific version of Chinese added
might result in web server errors. For correct operation, use your browser’s configuration settings to
add a specific Chinese language (for example, Chi nese [ zh-cn] or Chi nese [zh-tw] ). Do not use
the culture-neutral Chi nese [zh] language.

7.2 Configuring Email Notification Services for Events
and Replication Reports
You can configure PlateSpin Forge to automatically send notifications of events and replication

reports to specified email addresses of appropriate recipients. This functionality requires that you first
specify a valid SMTP server for PlateSpin Forge to use.

+ Section 7.2.1, “Configuring SMTP for the Email Notification Service,” on page 67
¢ Section 7.2.2, “Enabling Event Notifications,” on page 67
+ Section 7.2.3, “Enabling Replication Reports,” on page 69
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7.2.1

7.2.2

Configuring SMTP for the Email Notification Service

Use the PlateSpin Forge Web Interface to configure SMTP (Simple Mail Transfer Protocol) settings
for the server used to deliver email notifications of events and replication reports.

Figure 7-1 Simple Mail Transfer Protocol Settings

Dashbosrd Waorkloads Tasks  Reports Seflings

SUTP Semtings

To configure SMTP settings:

1 In your PlateSpin Forge Web Interface, click Settings > SMTP.

2 Specify the SMTP server settings for receiving email event and progress notifications:
+ Address
¢ Port (the default is 25)
+ Reply Address

3 Type a user name and password, then confirm the password.

4 Click Save.

Enabling Event Notifications

Events are always added to the System Application Event Log, according to the log entry types of
Warning, Error, and Information. You can also enable Notifications to automatically send event
notifications to appropriate recipients.
1 Set up an SMTP server for PlateSpin Forge to use.
See “Configuring SMTP for the Email Notification Service” on page 67.
2 In your PlateSpin Forge Web Interface, click Settings > Notification Settings.

3 Select the Enable Notifications option.

4 Click Edit Recipients, type the required email addresses separated by commas, then click OK.
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5 Click Save.
To delete listed email addresses, click Remove next to the address.

The event types shown in Table 7-1 can trigger email notifications if Email Notification is enabled.

NOTE: Although event log entries have unique IDs, the IDs are not guaranteed to remain the same in
future releases.

Table 7-1 Events Types Organized by Log Entry Types

Event Types Remarks

Log Entry Type: Warning

Ful | Replicati onM ssed Similar to the I ncrenental Replication M ssed
event.
I ncrerment al Repl i cati onM ssed Generated when any of the following applies:

+ Avreplication is manually paused while a
scheduled incremental replication is due.

+ The system attempts to carry out a scheduled
incremental replication while a manually-
triggered replication is underway.

¢ The system determines that the target has
insufficient free disk space.

Wor kl oadOf f | i neDet ect ed Generated when the system detects that a previously
online workload is now offline.

Applies to workloads whose protection contract’s state
is not Paused.

Log Entry Type: Error

Fai | over Fai | ed

Ful | Repl i cati onFai |l ed

I ncrerment al Repl i cati onFai | ed

Pr epar eFai | over Fai | ed
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7.2.3

Event Types

Remarks

Log Entry Type: Information

Fai | over Conpl et ed

Ful | Repl i cati onConpl et ed

I ncrermrent al Repl i cati onConpl et ed

Pr epar eFai | over Conpl et ed

Test Fai | over Conpl et ed

Generated upon manually marking a Test Failover
operation a success or a failure.

Wor kl oadOnl i neDet ect ed

Generated when the system detects that a previously
offline workload is now online.

Applies to workloads whose protection contract’s state
is not Paused.

Enabling Replication Reports

You can enable Replication Reports to automatically send reports to appropriate recipients.

1 Set up an SMTP server for PlateSpin Forge to use.

See “Configuring SMTP for the Email Notification Service” on page 67.

2 In your PlateSpin Forge Web Interface, click Settings > Replication Reports Settings.

3 Select the Enable Replication Reports option.

4 In the Report Recurrence section, click Edit, then specify the appropriate recurrence pattern for
the reports. You can click Close to collapse the section.

5 In the Recipients section, click Edit Recipients, type the appropriate email addresses separated
by commas, then click OK. You can click Remove next to an email address to delete the recipient

from the list.

Dashboard  Workloads  Tasks  Heports  Seftings

Enaitée Repbcation Reports

Rebzipiunta:

Protect Access UEL:

i Humber of recipenis: 3; Mexd repor: 131205 930 PR

Every dey &% 5300 PRl

Address

Ramoen admeeeaTp tom
Bearmgras phn_gnih@iex e com
Reimgrag aperalonDesergh: comn

£di Amcymels

htps: vpralecH example comed43

6 (Optional) In the Forge Access URL section, specify a non-default URL for your PlateSpin Server
(for example, when your Forge VM has more than one NIC or if it is located behind a NAT
server). This URL affects the title of the report and the functionality of accessing relevant content
on the server through hyperlinks within emailed reports.

7 Click Save.
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7.3

7.4

For information on other types of reports that you can generate and view on demand, see
“Generating Workload and Workload Protection Reports” on page 184.

Configuring Alternate IP Addresses for PlateSpin
Server

You can add alternate IP addresses to the PlateSpin Configuration Al t er nat eSer ver Addr esses
parameter in order to enable the PlateSpin Server to function across NAT-enabled environments.

To add alternate IP addresses for PlateSpin Server:

1 From any web browser, open
htt ps:// Your _Pl at eSpi n_Ser ver/ pl at espi nconfi gur ati on/

2 Search to locate the Al t er nat eSer ver Addr esses parameter and add IP addresses for the
PlateSpin Server.

3 Save your settings and exit the page.
A reboot or restart of PlateSpin services is not required to apply the changes.

Configuring Behavior for Installing Network
Drivers on Target Physical Machines at Failback

When PlateSpin Forge executes the Configuration Service on a target machine in a failback to
physical scenario for a Windows failover VM, Forge by default performs the following networking
tasks during the second reboot:

+ Scans the network adapters and removes problematic ones.

+ Uninstalls existing network drivers.

+ Installs appropriate network drivers.

+ Configures the network adapters according to the failback configuration settings.

The normal networking tasks can be problematic in the following failback to physical scenarios:

+ |f the target machine has the same network adapter hardware and networking drivers as the
failover VM.

The network drivers that the target machine requires are the same as those already installed on
the failover VM being failed back to physical. It is not necessary to re-install drivers. In some
scenarios, removing and re-installing drivers can result in the target machine becoming
unbootable.

+ |f the target machine is booting from SAN.

If a target machine boots from SAN, Forge installs drivers before the first boot. If the
Configuration Service removes these newly installed drivers during the second reboot, the target
machine becomes unbootable. It is necessary to avoid the driver install tasks on the second
reboot.

You can configure the PlateSpin Forge Server to use a light networking approach in which Forge
does not perform the rescan, old driver uninstall, and new driver install during the second boot on
target Windows workloads, including Windows Cluster workloads. It will perform networking
customization as configured for the failback configuration settings.
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Using light networking to avoid the unneeded tasks optimizes the network configuration process and
helps avoid situations that cause a target machine to become unbootable. Light networking is useful
in failback to physical scenarios for Windows failover VMs.

+ Section 7.4.1, “Understanding Light Networking Parameters,” on page 71

+ Section 7.4.2, “Configuring Light Networking Parameters,” on page 71

741 Understanding Light Networking Parameters

PlateSpin Configuration provides two light networking parameters to control whether or not PlateSpin
Forge should perform the networking driver tasks for specified target Windows workloads. These
parameters have no effect on Linux workloads.

EnableLightNetworking

If the EnableLightNetworking parameter is enabled, Forge will not perform the following
networking tasks on second reboot for specified target Windows workloads: rescan network
adapters, uninstall old drivers, and install new network drivers. It will perform networking
customization as configured for the failback configuration settings. Avoiding the unneeded tasks
optimizes the network configuration process for the target Windows workloads in failback to
physical scenarios.

To take advantage of this light networking approach, set EnableLightNetworking to Tr ue, and
then specify the host names of appropriate target Windows workloads in the
HostNamesForLightNetworking parameter.

HostNamesForLightNetworking

The HostNamesForLightNetworking parameter is used to specify the target Windows workloads
for which light networking rules should apply when EnableLightNetworking is set to Tr ue. Enable
or disable the EnableLightNetworking parameter to control whether light networking is active for
specified target Windows workloads.

Add the host names of target Windows machines in the following scenarios:
+ If the source machine and target machine have the same networking hardware
+ |If the target machine boots from SAN

Valid values for the HostNamesForLightNetworking parameter are:

NONE

You can specify a value of NONE to enable all target Windows machines for light
networking when the EnableLightNetworking parameter is set to Tr ue.

<FQDN>

Each value set for this parameter represents the FQDN (host name) of a target Windows
workload for which light networking rules should apply when the EnableLightNetworking
parameter is set to Tr ue.

If EnableLightNetworking value is set to False, the values in HostNamesForLightNetworking
have no impact.

74.2 Configuring Light Networking Parameters

You can use light networking in failback to physical scenarios for Windows failover VMs. Configure
light networking by using the PlateSpin Configuration page on your PlateSpin Forge Server.
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1.5

7.5.1

To configure the light networking parameters:
1 Log in as Administrator to the Web Interface, then open the PlateSpin Server Configuration page
at:
htt ps:// Your _Pl at eSpi n_Ser ver/ Pl at eSpi nConfi gurati on

2 Locate the Host NanmesFor Li ght Net wor ki ng parameter and edit its value as NONE or list one or
more host names of target Windows machines for which light networking should apply when the
EnableLightNetworking parameter is set to Tr ue.

3 Locate the Enabl eLi ght Net wor ki ng parameter and edit its value as True or False, depending
on your light networking needs.

+ False: (Default) Disable light networking for this PlateSpin Forge Server. The values set for
the HostNamesForLightNetworking parameter have no impact.

+ True: Enable light networking for target machines, according to the values set in the
HostNamesForLightNetworking parameter.

4 Save your settings and exit the page.

Optimizing Data Transfer over WAN Connections

You can optimize data transfer performance and fine tune it for WAN connections. You do this by
modifying configuration parameters that the system reads from settings you make in a configuration
tool residing on your Forge VM. For more information, see Section 3.5.1, “PlateSpin Configuration,”
on page 40.

¢ Section 7.5.1, “Tuning Parameters,” on page 72

¢ Section 7.5.2, “Tuning FileTransferSendReceiveBufferSize,” on page 74

Tuning Parameters

Use the File Transfer configuration parameters settings to optimize data transfers across a WAN.
These settings are global and affect all replications using the file-based and VSS replications.

NOTE: If these values are modified, replication times on high-speed networks, such as Gigabit
Ethernet, might be negatively impacted. Before modifying any of these parameters, consider
consulting PlateSpin Support first.

Table 7-2 lists the configuration parameters on the PlateSpin Configuration page (htt ps://

Your _Pl at eSpi n_Ser ver/ pl at espi nconf i gur ati on/ ) that control the defaults and maximum
values for parameters that can affect data transfer speeds. You can modify these values through trial-
and-error testing in order to optimize operation in a high-latency WAN environment.
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Table 7-2 Default and Optimized File Transfer Configuration Parameters

Parameter Default Value Maximum Value
Al waysUseNonVSSFi | eTr ansf er For W ndows 2003 False
Fi | eTr ansf er Conpr essi onThr eadsCount 2 N/A

Controls the number of threads used for packet-level data
compression. This setting is ignored if compression is disabled.
Because the compression is CPU-bound, this setting might
have a performance impact.

Fi | eTransf er Buf f er Thr eshol dPer cent age 10

Determines the minimum amount of data that must be buffered
before creating and sending new network packets.

Fi | eTransf er KeepAl i veTi meQutM | | i Sec 120000

Specifies ow long to wait to start sending keep alive messages if
TCP times out.

Fi | eTransf er Longer Than24Hour sSuppor t True

Fi | eTransf er Lomvenor yThr eshol dl nByt es 536870912

Determines when the server considers itself to be in a low
memory state, which causes augmentation of some networking
behavior.

Fi | eTransf er MaxBuf f er Si zeFor LowMenor yl nByt es 5242880

Specifies the internal buffer size used in a low memory state.

Fi | eTransf er MaxBuf f er Si zel nByt es 31457280

Specifies internal buffer size for holding packet data.

Fi | eTr ansf er MaxPacket Si zel nBut es 1048576

Determines the largest packets that will be sent.

Fi | eTransfer M nConpr essi onLi m t 0 (disabled) max 65536 (64 KB)

Specifies the packet-level compression threshold in bytes.

Fi | eTransfer Port 3725
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7.5.2

Parameter Default Value Maximum Value

Fi | eTransf er SendRecei veBuf f er Si ze 0 (8192 bytes) max 5242880 (5 MB)

Defines the maximum size (in bytes) of the send and receive
buffers for TCP connections in the replication network. The
buffer size affects the TCP Receive Window (RWIN) size, which
sets the number of bytes that can be sent without TCP
acknowledgment. This setting is relevant for both file-based and
block-based transfers. Tuning the buffer size based on your
network bandwidth and latency improves throughput and
reduces CPU processing.

When the value is set to zero (off), the default TCP window size
is used (8 KB). For custom sizes, specify the size in bytes.

Use the following formula to determine the proper value:
((LINK_SPEED in Mbps / 8) * DELAY in sec)) * 1000 * 1024

For example, for a 100 Mbps link with 10 ms latency, the proper
buffer size would be:

(100/8)* 0.01 * 1000 * 1024 = 128000 byt es

For tuning information, see Section 7.5.2, “Tuning
FileTransferSendReceiveBufferSize,” on page 74.

Fi | eTransf er SendRecei veBuf f er Si zeLi nux 0 (253952 bytes)

Specifies the TCP/IP Receive Window (RWIN) Size setting for
file transfer connections for Linux. It controls the number of
bytes sent without TCP acknowledgment, in bytes.

When the value is set to zero (off), the TCP/IP window size
value for Linux is automatically calculated from the

Fi | eTransf er SendRecei veBuf f er Si ze setting. If both
parameters are set to zero (off), the default value is 248 KB. For
custom sizes, specify the size in bytes.

NOTE: In previous release versions, you were required to set
this parameter to 1/2 the desired value, but this is no longer

required.
Fi | eTr ansf er Shut DownTi meCut | nM nut es 1090
Fi | eTransfer TCPTi nreQut M | | i Sec 30000

Sets both the TCP Send and TCP Receive Timeout values.

Post Fi | eTransf er Acti onsRequi redTi nel nM nut es 60

Tuning FileTransferSendReceiveBufferSize

The FileTransferSendReceiveBufferSize parameter defines the maximum size (in bytes) of the send
and receive buffers for TCP connections in the replication network. The buffer size affects the TCP
Receive Window (RWIN) size, which sets the number of bytes that can be sent without TCP
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acknowledgment. This setting is relevant for both file-based and block-based transfers. Tuning the
buffer size based on your network bandwidth and latency improves throughput and reduces CPU
processing.

You can tune the FileTransferSendReceiveBufferSize parameter to optimize transfer of blocks or files
from the source servers to the target servers in your replication environment. Set the parameter on
the PlateSpin Configuration page (ht t ps: // Your _Pl at eSpi n_Ser ver/ pl at espi nconfi guration/).

To calculate the optimum buffer size:

1 Determine the latency (delay) between the source server and target server.

The goal is to discover what the latency is for a packet size that approaches the MTU as closely
as possible.

1a Log in to the source server as an Administrator user.

1b Enter the following at a command prompt:
# ping <target-server-ip-address> -f -1 <MIU_mi nus_28> -n 10
Typically, the -1 option for pi ng adds 28 bytes in headers of the specified payload for the
target-server-ip-address. Thus, a size in bytes of MTU ni nus 28 is a good initial value to try.

1c lteratively modify the payload and re-enter the command in Step 1b until you get the
following message:

The packet needs to be fragnented.
1d Note the latency in seconds.
For example, if the latency is 35 ms (milliseconds), then note 0.035 as the latency.
2 Calculate a byte value for your initial buffer size:

Buffer Size = (Bandwidth in Mps / 8) * Latency in seconds * 1000 * 1024

Use binary values for the network bandwidth. That is, 10 Gbps = 10240 Mbps and 1 Gbps =
1024 Mbps.

For example, the calculation for a 10 Gbps network with a latency of 35 ms is:
Buf fer Size = (10240 / 8) * 0.035 * 1000 * 1024 = 45875200 bytes

3 (Optional) Calculate an optimal buffer size by rounding up to a multiple of the Maximum Segment
Size (MSS).

3a Determine the MSS:
MSS = MIU Size in bytes - (I P Header Size + TCP Header Size)

The IP header size is 20 bytes. The TCP header size is 20 bytes plus the bytes for options
like time stamp.

For example, if your MTU size is 1470, then your MSS is typically 1430.
MBS = 1470 bytes - (20 bytes + 20 bytes) = 1430 bytes

3b Calculate the optimal buffer size:
Optimal Buffer Size = (roundup( Buffer Size / MSS )) * MsS
To continue the example:

Optimal Buffer Size = (roundup(45875200 / 1430)) * 1430

32081 * 1430
45875830
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You round up instead of down, because rounding down gives a multiple of the MSS that is
smaller than the Buffer Size of 45875200:

Non-optinmal Buffer Size = 32080 * 1430 = 45874400

7.6 Optimizing Replication Environment Performance

Use the Take Control and Snapshot configuration parameters settings to optimize replication
performance. These settings are global and affect all replications.

Table 7-3 lists the configuration parameters on the PlateSpin Configuration page (https://
Your _Pl at eSpi n_Ser ver/ pl at espi nconfi gur ati on/ ) that control the replication environment with
the default values.

Table 7-3 Default Configuration Parameters for the Replication Environment

Parameter Default Value

TakeControl MenorySi zel nMB 768

The memory size (in MB) to set when taking control for replication.

TakeCont r ol Cor esPer Socket 1

The number of virtual cores per socket to use for taking control, when the target is
booted to LRD or boot of x. i so.

TakeCont r ol Socket s 1

The number of virtual sockets to use for taking control, when the target is booted into
LRD or boot of x. i so.

Maxi munmConcur r ent Repl i cati ons 25

The number of concurrent replications that can be running at the same time.

VssSnapshot Cr eat i onDel ay 120

The number of seconds to delay between retry attempts when creating a VSS snapshot
during replication.

VssSnapshot Cr eat i onRet r yCount 5

The maximum number of attempts to create a VSS snapshot during replication before
the replication attempt fails.

1.7 Setting Reboot Method for the Configuration
Service

During a failover action, the Configuration Service optimizes reboots by minimizing the number of
reboots and controlling when they occur. If you experience a Configuration Service hang during a
failover action for a Windows workload with an error Confi gurati on Service Not Started, you
might need to allow reboots to occur as they are requested during the configuration. You can
configure the single affected workload to skip reboot optimization, or configure a global

Ski pReboot Opt i mi zat i on setting on the PlateSpin Server to skip reboot optimization for all
Windows workloads.
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To skip reboot optimization for a single Windows workload:

1 Log on as an Administrator user on the source workload.

2 Add a file at the root of the system drive (usually C: ) called
Pl at eSpi n. Confi gServi ce. LegacyReboot with no file extension. From a command prompt,
enter

echo $null >> YBYSTEMDRI VE% Pl at eSpi n. Confi gServi ce. LegacyReboot

3 Run the failed Test Failover or Failover action again.

To skip reboot optimization for all Windows workloads:

1 Log in to the PlateSpin Server, then open the PlateSpin Server Configuration page at:
htt ps:// Your _Pl at eSpi n_Ser ver/ pl at espi nconfi gur ati on/

2 Search for the configuration parameter ConfigurationServiceValues, then click Edit for the
parameter.

3 Change the setting SkipRebootOptimization from f al se to t r ue.
4 Click Save.
5 Run an incremental or full replication.
The replication also propagates the modified configuration settings to the target VM.
6 Run the Test Failover or Failover again for affected Windows workloads.

7.8 Configuring Support for VMware vCenter Site
Recovery Manager

You might use PlateSpin Forge to protect your workloads locally and then use some additional
method to replicate those workloads to a remote location, such as a SAN. For example, you might
choose to use VMware vCenter Site Recovery Manager (SRM) to replicate an entire datastore of
replicated target VMs to a remote site. In this case, specific configuration steps are needed to ensure
that the target VMs can be replicated and behave correctly when powered on at the remote site.

Workloads replicated by PlateSpin Forge and managed on VMware vCenter SRM can behave
seamlessly if you configure PlateSpin Forge to support SRM by making the following adjustments:

+ Configure a setting to keep the PlateSpin Forge 1ISO and floppies on the same datastore as the
VMware . vix and .vndk files.

+ Prepare the PlateSpin Forge environment to copy VMware Tools to the failover target. This
involves some manual file creation and copying in addition to making some configuration
settings that expedite the VMware Tools installation process.

¢ Section 7.8.1, “Setting Up Workload Files on the Same Datastore,” on page 77
+ Section 7.8.2, “Setting Up VMware Tools for Failover Targets,” on page 78
+ Section 7.8.3, “Expediting the Configuration Process,” on page 79

7.8.1 Setting Up Workload Files on the Same Datastore

To ensure that the workload files are kept on the same datastore:

1 From any web browser, open htt ps:// Your _Pl at eSpi n_Ser ver/ pl at espi nconfi gurati on/
to display the configuration web page.
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2 On the configuration web page, locate the Cr eat ePSFi | esl nVnDat ast or e server parameter and
change its value to t r ue.

NOTE: The person configuring the replication contract is responsible to ensure that the same
datastore is specified for all target VM disk files.

3 Save your settings and exit the page.

7.8.2 Setting Up VMware Tools for Failover Targets

VMware Tools setup packages can be copied to the failover target during replication so that they can
be installed by the configuration service when the VM is booted. This happens automatically when
the failover target is able to contact the PlateSpin Forge Server. In cases where this cannot happen,
you need to prepare your environment prior to replication.

To prepare your environment:

1 Retrieve the VMware Tools packages from an ESX host:

1a Secure copy (scp) the wi ndows. i so image from the / usr/ 1 i b/ vinar e/ i soi mages
directory on an accessible VMware host to a local temporary folder.

1b Open the ISO and extract its setup packages, saving them to an accessible location:
+ VMware 5.x and later: The setup packages are set up. exe and set up64. exe.
+ VMware 4.x: The setup packages are VMnar e Tool s. nsi and VMaar e Tool s64. nsi .
2 Create OFX packages from the setup packages you extracted:

2a Zip the package you want, making sure that the setup installer file is at the root of the . zi p
archive.

2b Rename the . zi p archive to 1. package so that it can be used as an OFX package.

NOTE: If you want to create an OFX package for more than one of the setup packages,
remember that each setup package must have its own unique . zi p archive.

Because each package must have the same name (1. package), if you want to save
multiple . zi p archives as OFX packages, you need to save each in its own unique
subdirectory.

3 Copy the appropriate OFX package (1. package) to the
9%°r ogr anFi | es(x86) % Pl at eSpi n\ Packages\ %3Ul D%directory on the PlateSpin Server.

The value of %3Ul D%depends on the version of your VMware Server and its VMware Tools
architecture, as shown in Table 7-4. Use the appropriate GUID value to copy the package to the
correct directory.

Table 7-4 GUIDs for the VMware Tools Directory Names

VMware Server VMware Tools GUID

Version Architecture

6.5 x86 D61COFCA- 058B- 42C3- 9F02- 898F568A3071
6.5 x64 5D3947B7- BE73- 4A00- A549- B15E84B98803
6.0 x86 311E672E- 05BA- 4CAF- A948- B26DFOC6C5A6
6.0 x64 D7F55AED- DA64- 423F- BBBE- F1215529AD03
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VMware Server

VMware Tools

GUID

Version Architecture

5.5 x86 660C345A- 7A91- 458b- BCA7- 6A3914723EF7
5.5 x64 8546D4EF- 8CA5- 4a51- A3A3- 6240171BE278
51 x86 34DD2CBE- 183E- 492f - 9B36- 7A8326080755
51 x64 ADAFDE1D- DE86- 4d05- B147- 071F4E1D0326
5.0 x86 ADAFDE1D- DE86- 4d05- B147- 071F4E1D0326
5.0 x64 F7C9BC91- 7733- 4790- B7AF- 62E074B73882
4.1 x86 F2957064- 65D7- 4bda- A52B- 3F5859624602
4.1 x64 80B1C53C- 6B43- 4843-9D63- E9911E9A15D5
4.0 x86 DO052CBAC- 0A98- 4880- 8BCC- FEO608F0930F
4.0 x64 80B50267- B30C- 4001- ABDF- EA288D1FD09C

Expediting the Configuration Process

After the failover target boots, the configuration service launches to prepare the VM for use, but sits
inactive for several minutes, waiting for data from the PlateSpin Server or looking for VMware Tools

on the CD ROM.

To shorten this wait time:

1 On the configuration web page, locate the Conf i gur ati onSer vi ceVal ues configuration setting,
and then change the value of its Wai t For FI oppyTi neout | nSecs subsetting to zero (0).

2 On the configuration web page, locate the For cel nst al | VMlool sCust onPackage and change

the value to t r ue.

With these settings in place, the configuration process takes less than 15 minutes: the target machine

reboots (up to two times), the VMware tools are installed, and SRM accesses the tools to help it

configure networking at the remote site.

Configuring the PlateSpin Server Application

79



80 Configuring the PlateSpin Server Application



8.1

8.1.1

Configuring PlateSpin Web Interface

PlateSpin Web Interface enables you to configure tags to use to track logical associates among
workloads. In addition, you can control screen refresh rates for several pages. Use the information in
this section to configure your Web Interface.

+ Section 8.1, “Creating and Managing Workload Tags,” on page 81

+ Section 8.2, “Configuring Refresh Rates for the Web Interface,” on page 83

Creating and Managing Workload Tags

When you have a large number of workloads to manage, it can be time-consuming to browse the list
and select similar workloads for concurrent operation actions. Sorting on name or feature can help.
Another alternative is to use a tag to set up a custom association among workloads that you want to
manage as a group. You can easily sort the workloads by the Tag column, select the appropriate
tagged workloads, and run available operations on them at the same time.

A tag can represent any logical or physical association for a workload that is meaningful to you. You
affiliate a unique color and name for each tag. You can create as many unique tags as you like,
although the choice of unique colors is limited. Each workload can have a single tag associated with
it. When you export a workload to a new server, its tag setting persists.

+ Section 8.1.1, “Creating a Workload Tag,” on page 81

+ Section 8.1.2, “Editing a Workload Tag,” on page 82

¢ Section 8.1.3, “Adding a Tag to a Workload,” on page 82

¢ Section 8.1.4, “Removing a Tag from a Workload,” on page 82

+ Section 8.1.5, “Deleting a Workload Tag,” on page 83

Creating a Workload Tag

1 In the PlateSpin Forge Web Interface, click Settings > Workload Tags > Create Workload Tag.

Configuring PlateSpin Web Interface 81



82

S&llings

:
:

IRRNRCRERC RN

2 Specify a unique tag name (25-character limit) and associate a color with that description.

3 Click Save to add this new tag to the list of available workload tags in the Workload Tags view of
Settings page.

8.1.2 Editing a Workload Tag

1 In the PlateSpin Forge Web Interface, click Settings > Workload Tags.

2 Edit any of the available tags. Click the tag name, modify its name or affiliated color, then click
Save.

8.1.3 Adding a Tag to a Workload

1 In the workload list, select the active workload you want to tag, then click Configure to open its
configuration page.

2 Expand the Tag section to view the Tag drop-down box.
3 Select the name of the tag you want to associate with the workload, then click Save.

(=]

Teg Windows Server -

8.1.4 Removing a Tag from a Workload

1 In the workload list, select the workload, then click Configure to open its configuration page.
2 Expand the Tag section to view the Tag drop-down box.
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3 Select the “empty” line in the list of available tag names, then click Save.

| Tag "

Deleting a Workload Tag

You can delete any tags that you no longer use. You cannot delete a tag if it is associated with any
workload.

1 In the PlateSpin Forge Web Interface, click Settings > Workload Tags.
2 Disassociate the tag of interest from workloads.
3 Click Delete next to the tag, then click OK to confirm.

Configuring Refresh Rates for the Web Interface

Several pages in the Web Interface have configurable refresh intervals, as shown in Table 8-1. You
can modify the interval setting to meet the needs of your PlateSpin environment.

Table 8-1 Web Interface Default Refresh Intervals

Web Interface Parameter Default Refresh Interval (in Seconds)
DashboardUpdatelntervalSeconds 60
WorkloadsUpdatelntervalSeconds 60
WorkloadTargetsUpdatelntervalSeconds 30
WorkloadDetailsUpdatelntervalSeconds 15
TasksUpdatelntervalSeconds 15

1 Open the following file in a text editor:
\ Program Fi | es\ Pl at eSpi n Forge Server\Pl at espi n For ge\ web\ web. config

2 Modify the value for any of the following interval settings as appropriate for your PlateSpin
environment:

<add key="Dashboar dUpdat el nt er val Seconds" val ue="60" />

<add key="Wor k|l oadsUpdat el nt er val Seconds" val ue="60" />

<add key="Wor kl oadTar get sUpdat el nt er val Seconds" val ue="30" />
<add key="Wor kl oadDet ai | sUpdat el nt er val Seconds" val ue="15" />
<add key="TasksUpdat el nt erval Seconds" val ue="15" />

3 Save the file.
The new settings apply in your next Web Interface session. It is not necessary to restart the

PlateSpin Server service or server.
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9.1

Managing Multiple PlateSpin Servers in
the Management Console

PlateSpin Forge includes a Web-based client application, the Management Console, that provides
centralized access to multiple instances of PlateSpin Protect and PlateSpin Forge.

In a data center with more than one instance of PlateSpin Protect and PlateSpin Forge, you can
designate one of the instances as the manager and run the management console from there. Other
instances are added under the Manager, providing a single point of control and interaction.

¢ Section 9.1, “Using the PlateSpin Forge Management Console,” on page 85

*

Section 9.2, “About PlateSpin Forge Management Console Cards,” on page 86

*

Section 9.3, “Adding Instances of PlateSpin Protect and PlateSpin Forge to the Management
Console,” on page 87

*

Section 9.4, “Editing Cards on the Management Console,” on page 88

*

Section 9.5, “Removing Cards on the Management Console,” on page 88

Using the PlateSpin Forge Management Console

To begin using the Management Console:
1 Open a web browser on a machine that has access to your PlateSpin Forge instances and
navigate to:
https:// Your_PlateSpin_Server/ consol e

Replace Your_PlateSpin_Server with either the IP address or the DNS host name of the Forge
VM that is designated as the Manager.

2 Log in with your user name and password.

3 (Initial Logon) On the Welcome page, click Add PlateSpin Server, then set up a PlateSpin Server

instance as described in Section 9.3, “Adding Instances of PlateSpin Protect and PlateSpin
Forge to the Management Console,” on page 87.
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4 (Subsequent Logons) View the dashboard.
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9.2 About PlateSpin Forge Management Console
Cards

Individual instances of PlateSpin Protect and PlateSpin Forge, when added to the Management
Console, are represented by cards.

Figure 9-1 PlateSpin Forge Instance Card
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A card displays basic information about the specific instance of PlateSpin Protect and PlateSpin
Forge, such as:

+ |P address/hostname
+ Location

+ Version number
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*

Workload count

*

Workload status
+ Storage capacity
+ Remaining free space

Hyperlinks on each card allow you to navigate to that particular instance’s Workloads, Reports,
Settings, and Tasks pages. There are also hyperlinks that allow you to edit a card’s configuration or
remove a card from the display.

Adding Instances of PlateSpin Protect and
PlateSpin Forge to the Management Console

Adding a PlateSpin Protect or PlateSpin Forge instance to the Management Console results in a new
card on the Management Console’s dashboard.

NOTE: When you log in to the Management Console running on an instance of PlateSpin Protect or
PlateSpin Forge, that instance is not automatically added to the console. It must be manually added.

To add a PlateSpin Protect or PlateSpin Forge instance to the console:

1 On the console’s main dashboard, click Add PlateSpin Server.
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2 Specify the URL of the PlateSpin Server host or Forge VM. Use HTTPS if SSL is enabled.

3 (Optional) Enable the Use Management Console Credentials check box to use the same
credentials as those used by the console. When it is selected, the console automatically
populates the Domain\Username field.

4 In the Domain\Username field, type a domain name and a user name valid for the instance of
PlateSpin Protect or PlateSpin Forge that you are adding. In the Password field, type the
corresponding password.

5 (Optional) Specify a unique descriptive Display Name (up to 15 characters) for the PlateSpin
Server, its Location (up to 20 characters), and any Notes you might require (up to 400
characters).

6 Click Add.
A new card is added to the dashboard.
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9.4 Editing Cards on the Management Console

To modify the details of a card on the Management Console:
1 In the Management Console, locate the card instance for the PlateSpin Protect server or
PlateSpin Forge server that you want to modify.
2 Click the Edit hyperlink on the card.
The console’s Add/Edit page is displayed.
3 Make any desired changes, then click Add/Save.
The updated console dashboard is displayed.

9.5 Removing Cards on the Management Console

To remove a card from the Management Console:
1 In the Management Console, locate the card instance for the PlateSpin Protect server or
PlateSpin Forge server that you want to remove.
2 Click the Remove hyperlink on the card.
A confirmation prompt is displayed.
3 Click OK to confirm.
The card instance is removed from the dashboard.
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Rebranding the PlateSpin Forge
Web Interface

You can modify the appearance of the Web Interface to match the look and feel of your corporate
identity, including colors, logo, and product name. You can even eliminate the links to About tab and
Help tab in the product interface.

This section includes information to help you change the branding of the product:

+ Section A.1, “Rebranding the Web Interface By Using Configuration Parameters,” on page 89
+ Section A.2, “Rebranding the Product Name in the Windows Registry,” on page 92

Rebranding the Web Interface By Using
Configuration Parameters

You can change the look and feel of the Web Interface to match the proprietary look of your
organization websites. To customize the branding of the Web Interface, modify the configuration
parameters of your Forge VM.

To modify Web Interface branding parameters:
1 From any web browser, open htt ps:// Your _Pl at eSpi n_Server/ pl at espi nconfi guration/,
then log in as Administrator.
2 Locate the required server parameter, click Edit, then change its value.

For more information, see Figure A-1 to view the configurable elements in the Ul. See Table A-1
to view the setting name, description, and default value information for each configurable
element.

3 Save and your settings and exit the page.

Although no reboot or restart of services is required after the change is made in the configuration
tool, it might take up to 30 seconds for the change to take effect in the interface.
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Web Interface Configurable Elements

The look and feel of the Web Interface is consistent throughout. The illustration of the PlateSpin
Forge Dashboard in Figure A-1 identifies the elements you can modify with numbered callouts. The
inset shows the configurable elements in the Settings panel.

Figure A-1 Forge Web Interface with Configurable Elements Labeled
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