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About this Book and the Library

The Administration Guide describes how to manage and configure the NetlQ eDirectory (eDirectory)
product.

Intended Audience

This book is intended for network administrators.

Other Information in the Library

The library provides the following information resources:

Installation Guide

Describes how to install eDirectory. It is intended for network administrators.

Tuning Guide for Linux Platforms

Describes how to analyze and tune eDirectory on Linux platforms to yield superior performance
in all deployments.

These guides are available at NetlQ eDirectory 9.0 documentation Web site (https://www.netig.com/
documentation/edirectory-9/).

For information about the eDirectory management utility, see the NetlQ iManager 3.0 Administration
Guide.
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About NetlQ Corporation

We are a global, enterprise software company, with a focus on the three persistent challenges in your
environment: Change, complexity and risk—and how we can help you control them.

Our Viewpoint

Adapting to change and managing complexity and risk are nothing new

In fact, of all the challenges you face, these are perhaps the most prominent variables that deny
you the control you need to securely measure, monitor, and manage your physical, virtual, and
cloud computing environments.

Enabling critical business services, better and faster

We believe that providing as much control as possible to IT organizations is the only way to
enable timelier and cost effective delivery of services. Persistent pressures like change and
complexity will only continue to increase as organizations continue to change and the
technologies needed to manage them become inherently more complex.

Our Philosophy

Selling intelligent solutions, not just software

In order to provide reliable control, we first make sure we understand the real-world scenarios in
which IT organizations like yours operate — day in and day out. That's the only way we can
develop practical, intelligent IT solutions that successfully yield proven, measurable results. And
that's so much more rewarding than simply selling software.

Driving your success is our passion

We place your success at the heart of how we do business. From product inception to
deployment, we understand that you need IT solutions that work well and integrate seamlessly
with your existing investments; you need ongoing support and training post-deployment; and you
need someone that is truly easy to work with — for a change. Ultimately, when you succeed, we
all succeed.

Our Solutions

+ Identity & Access Governance

+ Access Management

+ Security Management

+ Systems & Application Management
+ Workload Management

+ Service Management
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Contacting Sales Support

For questions about products, pricing, and capabilities, contact your local partner. If you cannot
contact your partner, contact our Sales Support team.

Worldwide: www.netig.com/about_netig/officelocations.asp
United States and Canada: 1-888-323-6768
Email: info@netig.com
Web Site: www.netig.com

Contacting Technical Support

For specific product issues, contact our Technical Support team.

Worldwide: www.netig.com/support/contactinfo.asp
North and South America: 1-713-418-5555

Europe, Middle East, and Africa: +353 (0) 91-782 677

Email: support@netig.com

Web Site: www.netig.com/support

Contacting Documentation Support

Our goal is to provide documentation that meets your needs. If you have suggestions for
improvements, click Add Comment at the bottom of any page in the HTML versions of the
documentation posted at www.netig.com/documentation. You can also email Documentation-
Feedback@netig.com. We value your input and look forward to hearing from you.

Contacting the Online User Community

Qmunity, the NetlQ online community, is a collaborative network connecting you to your peers and
NetlQ experts. By providing more immediate information, useful links to helpful resources, and
access to NetlQ experts, Qmunity helps ensure you are mastering the knowledge you need to realize
the full potential of IT investments upon which you rely. For more information, visit http://
community.netig.com.
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1 Understanding NetlQ eDirectory

In simplest terms, NetlQ eDirectory is a list of objects that represent network resources, such as
network users, servers, printers, print queues, and applications. NetlQ eDirectory is a highly scalable,
high-performing, secure directory service. It can store and manage millions of objects, such as users,
applications, network devices, and data. NetlQ eDirectory offers a secure identity management
solution that runs across multiple platforms, is internet-scalable, and extensible.

NetlQ eDirectory provides centralized identity management, infrastructure, Net-wide security, and
scalability to all types of applications running behind and beyond the firewall. NetlQ eDirectory
includes Web-based and wireless management capabilities, allowing you to access and manage the
directory and users, access rights, and network resources from a Web browser and a variety of
handheld devices.

NetlQ eDirectory natively supports the directory standard Lightweight Directory Access Protocol
(LDAP) 3 and provides support for TLS/SSL services based on the OpenSSL source code.

For more information on the eDirectory engine, see “eDirectory Process Requests” (http://
support.novell.com/techcenter/articles/anp20020801.html).

Figure 1-1 shows a few of the objects as viewed in the NetlQ iManager management utility.

Figure 1-1 eDirectory Objects in iManager

Alias il Crganizational Fole
& Computer Dﬁ Organizational Unit
Counkry 28 person
?ﬂ Dwnarmic Group Prink Quevue
Group .@’ Prink Server
ﬁ LDAP Group If&:r'g Frinter
LDAP Server Profile
i Locality E Server
% Crganization |_I?j Templake

FFE Crganizational Person ‘3 User

Some object classes might not be available, depending on the actual schema configured on the
eDirectory server and the operating system running eDirectory.

For more information on objects, see “Object Classes and Properties” on page 25.

If you have more than one eDirectory server on the network, the directory can be replicated on
multiple servers.

This chapter includes the following information:

+ “Ease of Management through NetlQ iManager” on page 22
+ “Object Classes and Properties” on page 25

+ “Context and Naming” on page 47

+ “Schema” on page 50

+ “Partitions” on page 56
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+ “Replicas” on page 59

+ “Server Synchronization in the Replica Ring” on page 64
+ “Access to Resources” on page 64

+ “eDirectory Rights” on page 65

Ease of Management through NetlQ iManager

NetlQ eDirectory allows for easy, powerful, and flexible management of network resources. It also
serves as a repository of user information for groupware and other applications. These applications
access your directory through the industry-standard Lightweight Directory Access Protocol (LDAP).

eDirectory ease-of-management features include a powerful tree structure, an integrated
management utility, and single login and authentication.

NetlQ iManager lets you manage the directory and users, and access rights and network resources
within the directory, from a Web browser and a variety of handheld devices. The eDirectory plug-ins
to iManager give you access to basic directory management tasks, and to the eDirectory
management utilities you previously had to run on the eDirectory server, such as DSRepair,
DSMerge, and Backup and Restore.

For more information, see the NetlQ iManager Administration Guide.

Powerful Tree Structure

NetlQ eDirectory organizes objects in a tree structure, beginning with the top Tree object, which
bears the tree's name.

Whether your eDirectory servers are running Linux or Windows, all resources can be kept in the
same tree. You won't need to access a specific server or domain to create objects, grant rights,
change passwords, or manage applications.

The hierarchical structure of the tree gives you great management flexibility and power. These
benefits primarily result from the following two features:

+ “Container Objects” on page 22

+ ‘“Inheritance” on page 23

Container Objects

Container objects allow you to manage other objects in sets, rather than individually. There are three
common classes of container objects, as seen in Figure 1-2:

Figure 1-2 Common Classes of Container Objects

§ TREE
& Organization
“B Organizational Unit

? The Tree object is the top container object in the tree. It usually contains your company’s
Organization object.
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% Organization is normally the first container class under the Tree object. The Organization object is
typically named after your company. Small companies keep management simple by having all other
objects directly under the Organization object.

“i Organizational Unit objects can be created under the Organization to represent distinct
geographical regions, network campuses, or individual departments. You can also create
Organizational Units under other Organizational Units to further subdivide the tree.

Other classes of container objects are Country and Locality, which are typically used only in
multinational networks.

%! The Domain object can be created under the Tree object or under Organization, Organizational
Unit, Country, and Locality objects.

You can perform one task on the container object that applies to all objects within the container.
Suppose you want to give a user named Amy complete management control over all objects in the
Accounting container, which contains the Database application, the Bookkeepers group, the
LaserPrinter printer, and the users Amy, Bill, and Bob.

To do this, navigate to the View Objects tab in iManager and select the parent tree of the Accounting
object in the left pane. In the right pane, select Accounting and then click Actions > Modify Trustees.
Click Add Trustee and add Amy as a trustee. Next, click Assigned Rights and select the rights you
want Amy to have. Now Amy has rights to manage the Database application, the Bookkeepers group,
the LaserPrinter printer, and the users Bill and Bob, in addition to herself.

Inheritance

Another powerful feature of eDirectory is rights inheritance. Inheritance means that rights flow down
to all containers in the tree. This allows you to grant rights with very few rights assignments. For
example, suppose you want to grant management rights to the objects shown in Figure 1-3 on
page 23.

Figure 1-3 Sample eDirectory Objects

§ TREE
£ vourco

3 East
8 Allentown
8 Yorktown

2 wWest
2 Timmins
°8 Toronto

You could make any of the following assignments:

+ If you grant a user rights to Allentown, the user can manage only objects in the Allentown
container.

+ If you grant a user rights to East, the user can manage objects in the East, Allentown, and
Yorktown containers.

+ If you grant a user rights to YourCo, the user can manage any objects in any of the containers
shown.

For more information on assigning rights, see “eDirectory Rights” on page 65.

Understanding NetlQ eDirectory 23



Web-Based Management Utility

iManager is a browser-based tool used for administering, managing, and configuring eDirectory
objects. iManager gives you the ability to assign specific tasks or responsibilities to users and to
present the user with only the tools (with the accompanying rights) necessary to perform those sets of
tasks.

To run iManager, you will need a workstation with Microsoft Internet Explorer 6.0 SP1 or later
(recommended), Mozilla 1.7 or later, or Mozilla Firefox 0.9.2 or later.

IMPORTANT: While you might be able to access iManager through a Web browser not listed, we do
not guarantee full functionality.

You can use iManager to perform the following supervisory tasks:

*

*

*

Configure LDAP- and XML-based access to eDirectory

Create objects representing network users, devices, and resources

Define templates for creating new user accounts

Find, modify, move, and delete network objects

Define rights and roles to delegate administrative authority

Extend the eDirectory schema to allow custom object types and properties

Partition and replicate the eDirectory database across multiple servers

Run eDirectory management utilities such as DSRepair, DSMerge, and Backup and Restore

You can use iManager to perform other management functions based on plug-ins that have been
loaded into iManager. The following eDirectory plug-ins are bundled with iManager 2.7:

*

*

eDirectory Backup and Restore
eDirectory Log Files

eDirectory Merge

eDirectory Repair

eDirectory Service Manager

eGuide Content

iManager Base Content

Import Convert Export Wizard

Index Management

iPrint

LDAP

Universal Password Enforcement
Priority Sync

Encrypted Attributes

Encrypted Replication

NetlQ Licensing Services (NLS)
NetlQ Modular Authentication Service (NMAS)
PKl/Certificate

Filtered Replica Configuration Wizard
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+ SNMP
+ WAN Traffic Manager

For more information on installing, configuring, and running iManager, NetlQ iManager 2.7
Administration Guide (https://www.netiq.com/documentation/imanager/imanager_admin/data/
bookinfo.html).

Single Login and Authentication

With eDirectory, users log in to a global directory, so you don’t need to manage multiple server or
domain accounts for each user, and you don't need to manage trust relationships or pass-through
authentication among domains.

A security feature of the directory is authentication of users. Before a user logs in, a User object must
be created in the directory. The User object has certain properties, such as a name and password.

When the user logs in, eDirectory checks the password against the one stored in the directory for that
user and grants access if they match.

Object Classes and Properties

The definition of each type of eDirectory object is called an object class. For instance, User and
Organization are object classes. Each class of object has certain properties. A User object, for
example, has First Name, Last Name, and many other properties.

The schema defines the object classes and properties, along with the rules of containment (what
containers can contain which objects). eDirectory ships with a base schema that you, or the
applications you use, can extend. For more information about schemas, see “Schema” on page 50.

Container objects contain other objects and are used to divide the tree into branches, while leaf
objects represent network resources.

List of Objects

The following tables list eDirectory object classes. Added services can create new object classes in
eDirectory that are not listed below.

eDirectory Container Object Classes

iManager Container Object Description
Icon (Abbreviation)
@ Tree Represents the beginning of your tree. For more

information, see “Tree” on page 27.

& Country (C) Designates the countries where your network resides and
organizes other directory objects within the country. For
more information, see “Country” on page 29.

License Container (LC) Created automatically when you install a license certificate
or create a metering certificate using NetlQ Licensing
Services (NLS) technology. When an NLS-enabled
application is installed, it adds a License Container
container object to the tree and a License Certificate leaf
object to that container.
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iManager Container Object Description

Icon (Abbreviation)

i% Organization (O) Helps you organize other objects in the directory. The
Organization object is a level below the Country object (if
you use the Country object). For more information, see
“Organization” on page 28.

E'E Organizational Unit (OU) Helps you to further organize other objects in the directory.
The Organizational Unit object is a level below the
Organization object. For more information, see
“Organizational Unit” on page 28.

r@'.! Domain (DC) Helps you to further organize other objects in the directory.

The Domain object can be created under the Tree object or
under Organization, Organizational Unit, Country, and
Locality objects. For more information, see “Domain” on

page 30.

eDirectory Leaf Object Classes

iManager Leaf Object Description

Icon

i AFP Server Represents an AppleTalk* Filing Protocol server that operates as a
2 node on your eDirectory network. It usually also acts as a router to,
and the AppleTalk server for, several Macintosh* computers.

+. Alias Points to the actual location of an object in the directory. Any

: directory object located in one place in the directory can also appear
to be in another place in the directory by using an Alias. For more
information, see “Alias” on page 44.

@ Application Represents a network application. Application objects simplify
administrative tasks such as assigning rights, customizing login
scripts, and launching applications.

(f_',:l Computer Represents a computer on the network.

Directory Map

W

Group

&

License Certificate

Organizational Role

i

5

Print Queue

Print Server

-

Refers to a directory in the file system. For more information, see
“Directory Map” on page 46.

Assigns a name to a list of User objects in the directory. You can
assign rights to the group instead of to each user. The rights then
transfer to each user in the group. For more information, see
“Group” on page 33.

Use with NLS technology to install product license certificates as
objects in the database. License Certificate objects are added to the
Licensed Product container when an NLS-aware application is
installed.

Defines a position or role within an organization.

Represents a network print queue.

Represents a network print server.
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iManager Leaf Object
Icon

Description

L‘f:f Printer
Profile
E Server
Fﬂ Template
F? Unknown
& User

= Volume

Represents a network printing device.

Represents a login script used by a group of users who need to
share common login script commands. The users don’t need to be in
the same container. For more information, see “Profile” on page 46.

Represents a server running any operating system. For more
information, see “Server” on page 31.

Represents standard User object properties that can be applied to
new User objects.

Represents an object for which iManager has no custom icon.
Represents the people who use your network. For more information,
see “User” on page 32.

Represents a physical volume on the network. For more information,
see “Volume” on page 31.

Container Object Classes

+ “Tree” on page 27
+ “Organization” on page 28

+ “Organizational Unit” on page 28

+ “Country” on page 29

+ “Domain” on page 30

Tree

@ The Tree container, formerly [Root], is created when you first install eDirectory on a server in your

network. As the top-most container, it usually holds Organization objects, Country objects, or Alias

objects.

What Tree Represents

Tree represents the top of your tree.

Usage

Tree is used to make universal rights assignments. Because of inheritance, any rights assignments
you make to Tree as the target apply to all objects in the tree. See “eDirectory Rights” on page 65.
The [Public] trustee has the Browse right and Admin has the Supervisor right to Tree by default.

Important Properties

+ The Tree object has a Name property, which is the tree name you supply when installing the first
server. The tree name is shown in the hierarchy of iManager.

+ Tree name cannot exceed 32 characters.
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Organization

% An Organization container object is created when you first install eDirectory on a server in your
network. As the top-most container under Tree, it usually holds Organizational Unit objects and leaf
objects.

The User object named Admin is created by default in your first Organization container.

What an Organization Object Represents

Normally the Organization object represents your company, although you can create additional
Organization objects under Tree. This is typically done for networks with distinct geographical districts
or for companies with separate eDirectory trees that have merged.

Usage

The way you use Organization objects in your tree depends on the size and structure of your network.
If the network is small, you should keep all leaf objects under one Organization object.

For larger networks, you can create Organizational Unit objects under the Organization to make
resources easier to locate and manage. For example, you can create Organizational Units for each
department or division in your company.

For networks with multiple sites, you should create an Organizational Unit for each site under the
Organization object. That way, if you have (or plan to have) enough servers to partition the directory,
you can do so logically along site boundaries.

For easy sharing of company-wide resources such as printers, volumes, or applications, create
corresponding Printer, Volume, or Application objects under the Organization.

Important Properties

The most useful properties for Organization are listed below. Only the Name property is required. For
a complete list of properties, select an Organization object in iManager. To display a description for
each page of properties, click Help.

+ Name

Typically, the Name property is the same as your company’s name. Of course, you can shorten it
for simplicity. For instance, if the name of your company is Your Shoe Company, you might use
YourCo.
The Organization name becomes part of the context for all objects created under it.

+ Login Script

The Login Script property contains commands that are executed by any User objects directly
under the Organization. These commands are run when a user logs in.

+ Organization name can be 64 characters long.

Organizational Unit

“E You can create Organizational Unit (OU) container objects to subdivide the tree. Organizational
Units are created with iManager under an Organization, Country, or another Organizational Unit.

Organizational Units can contain other Organizational Units and leaf objects such as User and
Application objects.
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What an Organizational Unit Object Represents

Normally the Organizational Unit object represents a department, which holds a set of objects that
commonly need access to each other. A typical example is a set of Users, along with the Printers,
Volumes, and Applications that those Users need.

At the highest level of Organizational Unit objects, each Organizational Unit can represent each site
(separated by WAN links) in the network.

Usage

The way you use Organizational Unit objects in your tree depends on the size and structure of your
network. If the network is small, you might not need any Organizational Units.

For larger networks, you can create Organizational Unit objects under the Organization to make
resources easier to locate and manage. For example, you can create Organizational Units for each
department or division in your company. Remember that administration is easiest when you keep
User objects together in the Organizational Unit with the resources they use most frequently.

For networks with multiple sites, you can create an Organizational Unit for each site under the
Organization object. That way, if you have (or plan to have) enough servers to partition the directory,
you can do so logically along site boundaries.

Important Properties

The most useful properties for the Organizational Unit are listed below. Only the Name property is
required. For a complete list of properties, select an Organizational Unit object in iManager. To
display a description for each page of properties, click Help.

+ Name

Typically, the Name property is the same as the department name. Of course, you can shorten it
for simplicity. For instance, if the name of your department is Accounts Payable, you can shorten
it to AP.

The Organizational Unit name becomes part of the context for all objects created under it.
+ Login Script

The Login Script property contains commands that are executed by any User objects directly
under the Organizational Unit. These commands are run when a user logs in.

+ Organizational Unit name can be 64 characters long.

Country

& You can create Country objects directly under the Tree object using iManager. Country objects
are optional and required only for connection to certain X.500 global directories.

What a Country Object Represents

The Country object represents the political identity of its branch of the tree.
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Usage

Most administrators do not create a Country object, even if the network spans countries, since the
Country object only adds an unnecessary level to the tree. You can create one or many Country
objects under the Tree object, depending on the multinational nature of your network. Country objects
can contain only Organization objects.

If you do not create a Country object and find that you need one later, you can always modify the tree
to add one.

Important Properties

+ The Country object has a two-letter Name property. Country objects are named with a standard
two-letter code such as US, UK, or DE.

+ Country name cannot exceed 2 characters.

Domain

%! You can create Domain objects directly under the Tree object using iManager. You can also
create them under Organization, Organization Unit, Country, and Location objects.

What a Domain Object Represents

The Domain object represent DNS domain components. Domain objects let you use your Domain
Name System location of services resource records (DNS SRYV) to locate services in your tree.

Using Domain objects, a tree could look something like this:
DS=Novel | . DC=Pr ovo. DC=USA

In this example, all subcontainers are domains. You can also use Domain objects in a mixed tree,
such as:

DC=Novel | . O=Pr ovo. C=USA
Or
OU=Novel | . DC=Pr ovo. C=USA

Usually, the topmost Domain is the overall Tree, with subdomains under Tree. For example,
machinel.novell.com could be represented by DC=machi nel. DC=novel | . DC=comin a tree
representation. Domains give you a more generic way to set up an eDirectory tree. If all containers
and subcontainers are DC objects, users do not need to remember C, O, or OUs when searching for
objects.

Usage

Domain name can be 64 characters long.

Leaf Object Classes

+ “Server” on page 31
+ “Volume” on page 31
+ “User” on page 32

+ “Group” on page 33
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+ “Nested Groups” on page 37
+ “Alias” on page 44

+ “Directory Map” on page 46
+ “Profile” on page 46

Server

E A Server object is automatically created in the tree whenever you install eDirectory on a server.
The object class can be any server running eDirectory.

What a Server Object Represents

The Server object represents a server running eDirectory or a bindery-based server.

Usage

The Server object serves as a reference point for replication operations. A Server object that
represents a bindery-based server allows you to manage the server’'s volumes with iManager.

Important Properties

The Server object has a Network Address property, among others. The Network Address property
displays the protocol and address number for the server. This is useful for troubleshooting at the
packet level

For a complete list of properties, select a Server object in iManager. To display a description for each
page of properties, click Help.

Volume

When you create a physical volume on a server, a Volume object is automatically created in the
tree. By default, the name of the Volume object is the server’'s name with an underscore and the
physical volume’s name appended (for example, YOSERVER _SYS).

Linux file system partitions cannot be managed using Volume objects. Volume objects are supported
only on OES Linux.

What a Volume Object Represents

A Volume object represents a physical volume on a server, whether it is a writable disk, a CD, or other
storage medium. The Volume object in eDirectory does not contain information about the files and
directories on that volume, although you can access that information through iManager. File and
directory information is retained in the file system itself.

Usage

In iManager, click the Volume icon to manage files and directories on that volume. iManager provides
information about the volume’s free disk space, directory entry space, and compression statistics.
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Important Properties

In addition to the required Name and Host Server properties, there are other important Volume
properties.

+ Name
This is the name of the Volume object in the tree. By default, this name is derived from the name
of the physical volume, though you can change the object name.
+ Host Server
This is the server that the volume resides on.
+ Version
This is the eDirectory version of the server hosting the volume.

User

{3 A User object is required for logging in. When you install the first server into a tree, a User object
named Admin is created. Log in as Admin the first time.

You can use the following methods to create or import User objects:
+ iManager
For more information on iManager, see the NetlQ iManager 2.7 Administration Guide (https://
www.netig.com/documentation/imanager/imanager_admin/data/bookinfo.html).

+ Batches from database files
For more information on using batch files, see “Designing the eDirectory Tree” on page 78.

What a User Object Represents

A User object represents a person who uses the network.

Usage

You should create User objects for all users who need to use the network. Although you can manage
User objects individually, you can save time by

+ Using Template objects to set default properties for most User objects. The Template applies
automatically to new Users you create (not to already existing ones).
+ Creating Group objects to manage sets of Users.

+ Assigning rights using the container objects as trustees when you want that assignment to apply
to all User objects in the container.

+ Selecting multiple User objects by using Shift+click or Ctrl+click. When you do, you can change
property values for all selected User objects.
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Important Properties

User objects have over 80 properties. For a complete list of properties, select a User object in
iManager. To display a description for each page of properties, click Help.

The Login Name and Last Name properties are required. These and some of the most useful
properties are listed below.

+ Account Expiration Date lets you limit the life of a user account. After the expiration date, the
account is locked so the user cannot log in.

+ Account Disabled has a system-generated value that indicates a lock on the account so the user
cannot log in. The lock might occur if the account has expired or because the user has given too
many incorrect passwords in succession.

+ Force Periodic Password Changes lets you enhance security by requiring the user to change
passwords after a specified interval.

+ Group Memberships lists all the Group objects that include the User as a member.

+ Last Login is a system-generated property that lists the date and time that the user last logged
in.

+ Last Name, although required, is not used directly by eDirectory. Applications that take
advantage of the eDirectory name base can use this property, along with other identification
properties such as Given Name, Title, Location, and Fax Number.

+ Limit Concurrent Connections lets you set the maximum number of sessions a user can have on
the network at any given time.

+ Login Name is the name shown in iManager by the User icon. It is also the name supplied by the
user when logging in.

eDirectory does not require that login names be unique throughout the network, only in each
container. However, you might want to keep login names unique across the company to simplify
administration.

Typically, login names are a combination of first and last names, such as STEVEJ or SJIONES
for Steve Jones.

+ Login Script lets you create specific login commands for a User object. When a user logs in, the
container login script runs first. Then a profile login script runs if the User object has been added
to the membership list of a Profile object. Finally, the user login script runs (if one exists).

You should put most of the login commands in container login scripts to save administrative time.
The user login script can be edited to manage unique exceptions to common needs.

+ Login Time Restrictions lets you set times and days when the user can log in.

+ Network Addresses contains system-generated values that list all the IPX™ and/or IP addresses
that the user is logged in from. These values are useful for troubleshooting network problems at
the packet level.

+ Require a Password lets you control whether the user must use a password. Other related
properties let you set common password constraints such as password length.

+ Rights to Files and Directories lists all rights assignments made for this user to the file system.
Using iManager, you can also check a user’s effective rights to files and directories, which
include those inherited from other objects.

Group

@ You can create Group objects to help you manage sets of User objects.
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What a Group Object Represents

A Group object represents a set of User objects.

Usage

Container objects let you manage all User objects in that container, and Group objects are for subsets
within a container or in multiple containers.

Group objects have two main purposes:

+ They allow you to grant rights to a number of User objects at once.
+ They allow you to specify login script commands using the | F MEMBER OF syntax.

Static Groups
Static groups identify the member objects explicitly. Each member is assigned to the group explicitly.

These groups provide a static list of members, as well as referential integrity between the members
list of the group and the members of attributes on an object. Group membership is managed explicitly
through the member attribute.

Dynamic Groups

Dynamic groups use an LDAP URL to define a set of rules which, when matched by eDirectory User
objects, define the members of the group. Dynamic group members share a common set of attributes
as defined by the search filter specified in the URL. For more information on the LDAP URL format,
see RFC 2255 (http://www.ietf.org/rfc/rfc2255.txt).

Dynamic groups let you specify the criteria to be used for evaluating membership in a group. The
actual members of the group are dynamically evaluated by eDirectory, which lets you define the
group members in terms of a logical grouping and lets eDirectory automatically add and remove
group members. This solution is more scalable, reduces administrative costs, and can supplement
normal groups in LDAP to provide increased flexibility.

eDirectory lets you create a dynamic group when you want to automatically group users based on
any attribute, or when you want to apply ACLs to specific groups that contain matching distinguished
names (DNs). For example, you can create a group that automatically includes any DN that contains
the attribute Department=Marketing. If you apply a search filter for Department=Marketing, the search
returns a group including all DNs containing the attribute Department=Marketing. You can then define
a dynamic group from the search results based on this filter. Any User added to the directory who
matches the Department=Marketing criteria is automatically added to the group. Any User whose
Department is changed to another value (or who is removed from the directory) is automatically
removed from the group.

Dynamic groups are created in eDirectory by creating an object of type objectclass=dynamicGroup. A
static Group object can be converted into a dynamic group by associating an auxiliary class,
dynamicGroupAux, to the Group object. The dynamic group has the memberQueryURL attribute
associated with it.

A dgldentity attribute can be set on the Dynamic Group object to the distinguished name of an entry,
whose credentials and rights should be used to expand the dynamic members of the group.

The groups are managed using the memberQueryURL. A typical memberQueryURL has a base DN,
a scope, a filter, and an optional extension. The base DN specifies the search base. Scope specifies
the levels below the base to search, and filter is the search filter based on which entries are selected
from within the specified scope.
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NOTE: To address exceptions to the listing created by the memberQueryURL, dynamic groups also
allow for explicit inclusion and exclusion of users.

Dynamic groups can be created and managed through NetlQ iManager. You can access group
management tasks by clicking the Groups role on the Roles and Tasks page.

You can also use LDAP commands to manage such groups. The most useful properties associated
with dynamic groups are dgldentity and memberQueryURL.

Important Properties

The most useful properties of the Group object are Members and Rights to Files and Directories. For
a complete list of properties, select a Group object in iManager. To display a description for each
page of properties, click Help.

+ dgAllowDuplicates
Specifies whether or not duplicates are allowed while printing dynamic group members. The
default is TRUE.

+ dgldentity

This property holds the DN whose identity the dynamic group will use for authentication while
searching. The identity must be on the same partition as the dynamic group. The object specified
by dgldentity should have the necessary rights to do the search specified in the
memberQueryURL attribute.

For example, if memberQueryURL value is
| "dap:///o=nov??sub?(title=*)

then dgldentity should have read/compare rights on the attribute title below the container o=nov.
+ dgTimeout

This property specifies the maximum duration a server can take to read or compare a member
attribute before it times out. When the server exceeds this dgTimeout value, the -6016 error is
displayed.

+ memberQueryURL
This property defines the set of rules that match with the attributes of the group members.

memberQueryURL is a multivalued attribute according to its schema definition. Although
memberQueryURL is multivalued, eDirectory 8.6.1 servers used only the first value of
memberQueryURL.

For example:
An administrator creates a dynamic group, which has two memberQueryURL values:

| "dap: ///o=nov??sub?cn=*

| "dap: ///o=org??sub?cn=*

eDirectory 8.6.x servers use | "dap: /// o=nov??sub?cn=*" to compute the members of the
group. They accept more than one query, but only read the first query.

This limitation was overcome in eDirectory 8.7 and later. Now eDirectory servers compute the
members based on all the memberQueryURL values, and the set of members is the union of the
members computed using each of the memberQueryURL values.

In the above example, resultant members of the dynamic group are all entries under o=org and
o=nov, which have cn values.
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+ member

This property lists all objects in the group. Rights assignments made to the Group object apply to
all members of that group. Adding values to the member property of a dynamic group will add
the static members to the dynamic group. This can be used for specific inclusion of members.

+ excludedMember

The property holds the DNs that are specifically excluded from the membership list of the
dynamic group. This can be used to construct exclusion lists for dynamic groups.

excludedMember is used to exclude DNs from being dynamic members of a dynamic group.

Thus, a DN is a dynamic member of a dynamic group only if it is selected by the member criteria
specified by memberQueryURL and is not listed in excludedMember or explicitly added to
uniqueMember or member.

+ staticMember

This property reads the static members of a dynamic group and also determines whether a DN is
a static member of a dynamic group. staticMember can find the dynamic groups in which a DN is
a static member alone and can also find which groups have dynamic members and no static
members.

To add this property to the existing dynamic groups, extend the schema using dgst ati c. sch.

Upgrading Dynamic Groups on Pre-eDirectory 8.6.1 Databases

Dynamic group functionality requires some internal values stored on the Dynamic Group objects,
which are created either when a dynamic group is locally created or received as a part of
synchronization.

Although older servers can hold dynamic groups, they are unable to generate these values, because
dynamic groups were introduced in eDirectory 8.6.1.

In eDirectory 8.6.2, automatic upgrade of the Dynamic Group objects in a pre-8.6.1 database to
match a eDirectory 8.6.1 database was implemented.

Support for Additional Syntaxes in memberQueryURL

The memberQueryURL attribute can hold a search filter that the eDirectory server uses to compute
the members of a dynamic group.

In eDirectory 8.6.1, the syntaxes of attributes used in the filter were restricted only to the following
basic string types:
+ SYN_CE_STRING
+ SYN_CI_STRING
¢ SYN_PR_STRING
+ SYN_NU_STRING
+ SYN_CLASS_NAME
+ SYN_TEL_NUMBER
+ SYN_INTEGER
+ SYN_COUNTER
+ SYN_TIME
+ SYN_INTERVAL
+ SYN_BOOLEAN
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SYN_DIST_NAME
SYN_PO_ADDRESS
SYN_CI_LIST
SYN_FAX_NUMBER
SYN_EMAIL_ADDRESS

*

*

*

*

From eDirectory 8.7.3 onwards, the following additional attribute syntaxes are supported in a
memberQueryURL value:

+ SYN_PATH
+ SYN_TIMESTAMP
+ SYN_TYPED_NAME

In both eDirectory 8.6.1 and eDirectory 8.7.x, binary syntaxes like SYN_OCTET_STRING and
SYN_NET_ADDRESS are not supported in the memberQueryURL search filters.

For more information, see “How to Manage and Use Dynamic Groups in NetlQ eDirectory” (http://
support.novell.com/techcenter/articles/ana20020405.html).

Nested Groups

Nested groups allow grouping of groups and provide a more structured form of grouping. The
groupMember attribute specifies the nested groups whose members become nested members of the
containing nested group object. Group objects are specified statically in the groupMember attribute.
The group containing other groups is referred to as the containing group, and the groups that are part
of this group are referred to as contained groups. eDirectory supports nesting of both static and
dynamic groups. Nesting can have multiple levels up to 200.

IMPORTANT: Nesting is supported within the local server only. If a contained group is not found on
the local server, its members are not listed as the nested members of the containing group.
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Figure 1-4 Nested Groups
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You can use iManager or LDAP tools to create the nested groups.

+ “Creating Nested Groups by Using LDAP Tools” on page 38
+ “Creating Nested Groups by Using iManager” on page 38

Creating Nested Groups by Using LDAP Tools

You can use LDAP tools to create the nested groups. A new auxiliary class, nestedGroupAux, along
with the structural class Group represents a nested group. This auxiliary class can be added to the
existing static group object to convert it into a nested group.

Both the contained and the containing group should be nested group objects. Only when the
contained group is a nested group, it can populate the groupMembership attribute (
groupMembership attribute not a part of static group) on it to specify the containing group. If the
contained groups are not of the same type as the containing group, only the static members of the
contained group are listed as nested members.

You can use LDIF files and LDAP tools to manage such groups. The most useful properties
associated with nested groups are groupMember and nestedConfig.

Creating Nested Groups by Using iManager

You can use iManager plug-ins to create a nested group or to change a static group to a nested group
in order to associate it with another group.

1 Login to iManager with administrator credentials and select Groups > Create Group from the left
panel to create a static group. For example, SG1.
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@] Roles and Tasks
& Create Group

| [All Categaries]

eDirectory Encryption he? Specify the group name to be created,
eDirectory Maintenance Group name:
..................................................................... |SG1 ‘
File Access (HetStorage)
..................................................................... Cl:lntext:
File Protocols novel @
Files and Folders F Dynamic Group
Groups [To create a dynamic group, check, this box)
Create Group [ Mested Group

Delete Group [To create a nested group, check this box)

Madify Group Set Owner
Modify Membars of Group [To zet the logged-in user as Cwnet, check this box)

Move Group

Rename Group aK | Cancel |

2 Select Directory Administration > Modify Object from the left panel, then browse to and select
the SG1.novell object.

3 Click the Other tab, then select Object Class from the Unvalued Arributes list.

] Roles and Tasks

[ [41l Categaries] v Modify Object: gg3G1 novell
..................................................................... N N Y vV TN

Clusters
........................ S Valued Attributes Unvalued Attributes
AR ACL AuditFile Link s
Directory Administration creatarsMName businessCategory N

Capy Object GUII:_)_ Cetificate '_\»_’ahdﬂy In_terval

Cross Certificate Pair
Create Object Dif<ML-Azsociations
Delete Object Fewvision Ekdail Address
" - Full Marne

Haodify Object GlD

Movve Object Last Feferenced Time

Rename Object - Lagin Script
..................................................................... Mailbox |D
Distributed File Services Mailbox Location
..................................................................... L masvAuthorizedRangs
DNS masvDefaultPRange
e S masvProposedLabel
et e N nspmPasswardPolicyDN 1
eDirectory Maintenance Othe.'r GUID
..................................................................... Profile
File Access (NetStorage) Prafile Membershlp
..................................................................... rbeAssignedRoles A

File Protocols Edit... | Delete |

4 Add the nestedGroupAux value to the Object Class, then click OK and Apply.

5 Select Groups > Create Group from the left panel, select the Nested Group check box to create
a nested group with the name NG1, then click OK.
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"] Roles and Tasks

% Create Group

| [All Categaries] w

Specify the group name to be created.

Group name:

Groups
NG |

Create Group

Delete Group Context:

Modify Group |nDVE” |

miodify Members of Group Fl Dynamic Group

Mhove Group [To create a dynamic group, check this box)

Rename Group Vihested Group

Wigl My Groups [To create a nested group, check this box)
Help Desk Set Owner
..................................................................... [To zet the logged-in user as Cwner, check this box)
iFolder 3.8

oK Cancel |

6 Select Groups > Modify Group from the left panel, select the Nested Group check box to modify
the nested group with the name NG1, then click OK.

@] Roles and Tasks

& Modify Group

| [All Categories] L'

..................................................................... 2

Files and Folders —  Specify the object(s] to modify
Groups

Select a single object | Select multiple objects | Simple Selection | Adwanced Selection

Create Group
Delete Group Group name: [see list]

Modify Group |NG1 novell |

tmodify Members of Group

Mowe Group 0K | Cancel |

7 To modify the nested group, select Groups > Modify Group, then browse to and select
NG1.novell.
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@] Roles and Tasks

| [All Categories] v| Modify Group: &NG1.novel

General | Security | Dynamic | Members S 300

hemberships

@ static Group Members
O Mested Group Members

Create Group

Delete Group Group Member:

Hodify Group IZ‘
Modify Members of Group

Mowe Group

Rename Group

Wigw My Groups

8 To associate a static group to NG1, select the Nested tab > Group Member tab, then browse to
and select the SG1 static group.

@] Roles and Tasks

& Modify Group

| [All Categaries] w
..................................................................... F
DHNS —  Specify the object(s] to modify.

Select a single object | Select multiple objects | Simple Selection | Adwanced Selection

..................................................................... Group name: [see list]

File Access (HetStorage) |SG1 novell |
File Protocols

Files and Folders oK | Cancel |

9 Click Apply, then click OK to convert the SG1 static group to the NG1 nested group.
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(’lj Roles and Tasks

|[AII Categaries] +~ Modify Group: MR5G1.novel

General | Security | Dynamic | Members SIS GESE Linux Profile

Mested Settings | Group Member | ;Gruup Membership .:

® static Group Membership Walues
..................................................................... O Mested Group fembership Values

Group Membership:

_____________________________________________________________________

Files and Folders MGT . nowvell

Groups
Create Group

Delete Group

HModify Group

whodify Members of Group
Mowe Group
Fename Group

Wisl My Groups

The static group that you converted to a nested group is now a member of the static group.

To verify the membership details of SG1, select Groups > Modify Group from the left panel, then
select SG1.novell. Select the Nested > Group Membership tab to verify the static group's
membership information as NG1.novell.

Nested Group Properties
+ groupMember

By default, the members of a nested group include all the nested members. Therefore, the
member attribute listing always returns all the nested members, and the assertion on the
member attribute returns all the nested group objects. If the configuration is set to 1 (no nesting),
it refers only to the direct members.

¢ Group Membership

groupMembership specifies the group that this object (generally a user object) belongs to. This
attribute is associated with the nestedGroupAux class, and it holds the DN of the nested group of
which this group is a group member. When associated with a group object, it indicates the
nested group of which this group is a member (specifically a groupMember). Similar to member
and groupMember, groupMembership lists all the nested groups of which this group has a
groupMembership via a nested relationship. The nestedConfig also applies to the
groupMembership attribute. For non-group member objects, the nestedConfig of individual
groups is used.

+ nestedConfig

nestedConfig sets the configuration of the nested group object. The configuration values
currently supported are 0 (nesting local server) and 1 (no nesting). By default, it always nests the
local server. If only direct values such as member, groupMember, or groupMembership are to be
listed for the attribute, the configuration can be setto 1.
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+ excludedMember

excludedMember is included as part of the nestedGroupAux class, but the attribute is not
currently used. If a group includes both nested group and dynamic group classes,
excludedMember applies only to the dynamic members at the group level.

Nested Group Operations

1. One group can be a member of another group via the groupMember attribute. Both groups,
contained as well containing, must have the nested group auxiliary class associated with the
group object.

dn: cn=finance, o=nov

obj ectcl ass: group

obj ectcl ass: nest edG oupAux
groupMenber: cn=accounts, o=nov

nmenber: cn=ji m o=nov

dn: cn=accounts, o=nov

obj ectcl ass: group

obj ect cl ass: nest edG oupAux
nmenber: cn=al | en, o=nov
menber: cn=ESui, o=nov
nmenber: cn=YLi, o=nov

2. Reading the member attribute of a nested group also causes the members of the contained
group to be returned if both the contained and the containing group are present locally on the
server:

dn: cn=finance, o=nov
menber: cn=ji m o=nov
nmenber: cn=al | en, o=nov
nmenber: cn=ESui, o=nov
menber: cn=YLi, o=nov

The same holds true for the groupMember attribute.

3. The reciprocal attribute to the member attribute is groupMembership. This implies that the
cn=al | en, o=nov user object needs to possess the groupMembership attribute populated with
the cn=account s, o=nov group DN. The groupMembership of the cn=account s, o=nov group
needs to be populated with cn=f i nance, o=nov. On reading the groupMembership attribute of
the cn=al | en, o=nov user object, both the groups are returned.

dn: cn=al |l en, o=nov
groupMenber shi p: cn=account s, o=nov
groupMenber shi p: cn=fi nance, o=nov

4. The ACLs can be assigned to a nested group and all the objects that are members of the nested
group will acquire the rights. In the assigned rights field, an additional nested ACL bit
(Ox80000000) needs to be set in addition to the rights being assigned.
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dn: cn=fi nance, o=nov
groupMenber: cn=accounts, o=nhov

dn: cn=accounts, o=nov
nmenber: cn=al | en, o=nov

dn: ou=M/Co, o=nov
obj ectcl ass: Organizational Unit
ACL: 2147483650#ent ry#cn=fi nance, o=nov#[All Attributes R ghts]

The rights value — 2147483650 (0x80000002) has nested ACL (0x80000000) and read rights bit
(Ox00000002) set. So, the user object cn=al | en, o=nov has been granted read rights on all
attributes of the MyCo object via the nested group cn=fi nance, o=nov.

5. Applications can use filter assertions on the member, groupMember, and groupMembership
attributes. In the above example, an assertion of nenber =cn=al | en, o=nov would return the
following:

dn: cn=accounts, o=nov
dn: cn=finance, o=nov

An assertion of gr oupMenber shi p=cn=f i nance, o=nov would return the following objects:

dn: cn=al |l en, o=nov
dn: cn=jim o=nov

dn: cn=ESui, o=nov

dn: c¢cn=YLi, o=nov

dn: cn=accounts, o=nov

NOTE: There is no limit on the levels of nesting in any of the above cases. Loop detection in
nested groups is done while any of the above mentioned attributes are read.

Limitations
+ Nested relationships do not span beyond the local server. The objects, users, and groups
involved need to be locally present on the server.
+ No duplicate elimination is done in membership listing.

+ Nested ACLs as well as the nesting semantics are not supported on older eDirectory servers
(version 8.8 SP1 and earlier).

Alias

*,
* You can create an Alias object that points to another object in the tree. An Alias object gives a user

a local name for an object that lies outside their container.

When you rename a container, you have the option of creating an Alias in the former container’s
place that points to the new name. Workstations and login script commands that reference objects in
the container can still access the objects without having the container name updated.
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What an Alias Object Represents

An Alias object represents another object, which can be a container, User object, or any other object
in the tree. An Alias object does not carry trustee rights of its own. Any trustee authority you grant to
the Alias object applies to the object it represents. The Alias can be a target of a trustee assignment,
however.

Usage

Create an Alias object to make name resolution easier. Because object naming is simplest for objects
in the current context, you should create Alias objects there that point to any resources outside the
current context.

For example, suppose users log in and establish a current context in the South container as shown in
Figure 1-5, but need access to the Print Queue object named ColorQ in the North container.

Figure 1-5 Sample Containers

$TREE @ colord
& vourCo
“E Morth
$TREE {3 CaralB
&2 vourco & DouglasB
®E South &4 JirB

You can create an Alias object in the South container, as shown in Figure 1-6.

Figure 1-6 Alias Object in eDirectory Container

& TREE &7 colord
& yourco
® Marth
& TREE & colord
2, vourco & carolm
%8 South {3 DouglasB
& JimB

The Alias object points to the original ColorQ object, so setting up printing for the users involves a
local object.

Important Properties

Alias objects have an Aliased Object property, which associates the Alias object with the original
object.
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Directory Map
':?: The Directory Map object is a pointer to a path in the server file system. It allows you to make
simpler references to directories.

If your network has no volumes, you cannot create Directory Map objects.

What a Directory Map Object Represents

A Directory Map object represents a directory on a volume. An Alias object, on the other hand,
represents an object.

Usage

Create a Directory Map object to make drive mapping simpler, particularly in login scripts. Using a
Directory Map object allows you to reduce complex file system paths to a single name.

Also, when you change the location of a file, you don’t need to change login scripts and batch files to
reference the new location. You only need to edit the Directory Map object. For example, suppose
you were editing the login script for the container South, shown in Figure 1-7.

Figure 1-7 Sample eDirectory Container

+ & CarolB
%:.;é’uurf:n & Douglash
¥ MNorth & JirmB
Serveri_SYS @& Shared
=1 = 0uth

A command mapping drives to the Shared directory on volume sys: would look like the following:
MAP N: =sys. Nort h. : Shared
If you created the Shared Directory Map object, the map command would be much simpler:

MAP N: =Shar ed

Important Properties
The Directory Map object has the following properties:
+ Name

Identifies the object in the directory (for example, Shared) and is used in MAP commands.
+ Volume

Contains the name of the Volume object that the Directory Map object references, such as
Sys.North.YourCo.

+ Path

Specifies the directory as a path from the root of the volume, such as
publ i c\wi nnt\ nl s\ engli sh.

Profile

Profile objects help you manage login scripts.
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What a Profile Object Represents

A Profile object represents a login script that runs after the container login script and before the user
login script.

Usage

Create a Profile object if you want login script commands to run for only selected users. The User
objects can exist in the same container or be in different containers. After you have created the Profile
object, you add the commands to its Login Script property. Then make the User objects trustees of
the Profile object and add the Profile object to their Profile Membership property.

Important Properties
The Profile object has two important properties:
+ Login Script

Contains the commands you want to run for users of the Profile.
+ Rights to Files and Directories

If you have INCLUDE statements in the login script, you need to give the Profile object rights to
the files included with the Rights to Files and Directories property.

Context and Naming

The context of an object is its position in the tree. It is nearly equivalent to a DNS domain.

You can see in Figure 1-8 that User Bob is in Organizational Unit Accounts, which is in Organizational
Unit Finance, which is in Organization YourCo.

Figure 1-8 Sample eDirectory Container

& TREE & Bob
A rourco

1 Finance
D@ Accounts

Sometimes, however, you need to express the context of an object in an eDirectory utility. For
example, you could be setting up Bob’s workstation and need to supply a name context, as shown in
Figure 1-9.
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Figure 1-9 Novell Client NDS Page

elirectory | Script |NMAS

Tree: 164.99.163.129 - Trees
Context:  novell * | Contexts
Server: 164.99.179. 228 - Servers

RSA "

SECWHED

| QK I | Cancel | |.ﬁdvanced €

The context is specified as a list of containers separated by periods, between the object in question
and the top of the Tree.

Distinguished Name

The distinguished name of an object is its object name with the context appended. For example, the
complete name of User object Bob is Bob.Accounts.Finance.YourCo.

Typeful Name

Sometimes typeful names are displayed in eDirectory utilities. Typeful names include the object type
abbreviations listed in the following table:

Object Class Type Abbreviation
All leaf object classes Common Name CN
Organization Organization (0]
Organizational Unit Organizational Unit ou

Country Country C

Locality Locality or State/Province LorS

In creating a typeful name, eDirectory uses the type abbreviation, an equal sign, and the object’s
name. For instance, Bob’s partial typeful name is CN=Bob. Bob’s complete typeful name is
CN=Bob.OU=Accounts.OU=Finance.O=YourCo. You can use typeful names interchangeably with
typeless names in eDirectory utilities.

Name Resolution

The process eDirectory uses to find an object’s location in the directory tree is called name resolution.
When you use object names in eDirectory utilities, eDirectory resolves the names relative to either
the current context or the top of the tree.
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Current Workstation Context

Workstations have a context set when the networking software runs. This context relatively identifies
the location of the workstation in the network. For example, Bob’s workstation would be set to the
current context as follows:

Account s. Fi nance. Your Co

Current context is a key to understanding the use of leading periods, relative naming, and trailing
periods, discussed in the following sections.

Leading Period

Use a leading period to resolve the name from the top of the tree, no matter where the current context
is set. In the example below, the leading period tells the CX (Change Context) utility to resolve the
name relative to the top of the tree.

CX . Fi nance. Your Co

eDirectory interprets the command as “Change the context to the Finance container, which is in the
YourCo container, resolved from the top of the tree.”

Relative Naming

Relative naming means that names are resolved relative to the workstation’s current context, rather
than from the top of the tree. Relative naming never involves a leading period, since a leading period
indicates resolution from the top of the tree.

Suppose a workstation’s current context is set to Finance. See Figure 1-10.

Figure 1-10 Sample eDirectory Container

& TREE & Bob

£ YourCo
& Finance
=1 ccounts

The relative object name of Bob is
Bob. Account s

eDirectory interprets the name as “Bob, which is in Accounts, resolved from the current context,
which is Finance.”

Trailing Periods

Trailing periods can be used only in relative naming. Therefore, you can'’t use both a leading period
and a trailing period. A trailing period changes the container that eDirectory resolves the name from.

Each trailing period changes the resolution point one container toward the top of the tree. For
example, suppose you want to change your workstation’s current context from Timmins to Allentown
in the example in Figure 1-11.
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Figure 1-11 Sample eDirectory Container

@ TREE
S vourco

8 East
8 Allentown
8 Yorktown

2 west
8 Timmins
%82 Toranta
The proper CX command uses relative naming with trailing periods:

CX Al | ent own. East . .

eDirectory interprets the command as “Change the context to Allentown, which is in East, resolved
from two containers up the tree from the current context.”

Similarly, if Bob is in the Allentown container and your workstation’s current context is Timmins, then
Bob's relative name would be

Bob. Al | ent own. East . .

Context and Naming on Linux

When Linux user accounts are migrated to eDirectory, the eDirectory context is not used to name
users.

Schema

Schema defines the types of objects that can be created in your tree (such as Users, Printers, and
Groups) and what information is required or optional at the time the object is created. Every object
has a defined schema class for that type of object.

The schema that originally shipped with the product is called the base schema. After the base
schema has been modified in any way, such as adding a new class or a new attribute, then it is
considered the extended schema.

You aren't required to extend the schema, but you have the ability to do so. The Schema role in
iManager lets you extend the schema to meet organizational needs. For example, if your organization
requires special footwear for employees and you need to keep track of employee shoe sizes, you
might want to create a new attribute called Shoe Si ze and add the attribute to an auxiliary class. You
can then use that auxiliary class to extend User objects as needed. For more information about
creating auxiliary classes, see “Creating an Auxiliary Class” on page 134.

For more information about working with the eDirectory schema, see Chapter 5, “Managing the
Schema,” on page 131.
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Schema Management

The Schema role in NetlQ iManager lets users who have the Supervisor rights to a tree customize the
schema of that tree. The Schema role, and its associated tasks, is available on the Roles and Task
page in iManager.

Use the Schema role to

+ View a list of all classes and attributes in the schema.
+ View information on an attribute such as its syntax and flags.
+ Extend the schema by adding a class or an attribute to the existing schema.

+ Create a class by naming it and specifying attributes, flags, containers that it can be added to,
and parent classes that it can inherit attributes from.

+ Create an attribute by naming it and specifying its syntax and flags.
+ Add an optional attribute to an existing class.
+ Delete a class or attribute that is not used or that is obsolete.

Schema Classes, Attributes, and Syntaxes

+ “Classes” on page 51
+ “Attributes” on page 52
+ “Syntaxes” on page 52

Classes

Aclass is like a template for a directory object. A directory object is a class that has been filled in with
data. In other words:

CLASS + DATA = DIRECTORY OBJECT

Each class has a class hame, an inheritance class (unless it is at the top of the class hierarchy), class
flags, and a group of attributes. Classes are named like directory objects (User, Printer, Queue,
Server, etc.), yet they are just structure, with no content.

An inheritance class is a class that is a starting point for defining other object classes. All of the
attributes of the inheritance class are inherited by the classes that come below it in the class
hierarchy.

A class hierarchy shows how a class is associated with its parent classes. This is a way of
associating similar classes and allowing attributes to be inherited. It also defines the types of
containers the class is valid in.

When creating a new class, you can use the class hierarchy and the additional attributes available to
customize each class. You can specify an inheritance class (which allows the new class to inherit all
of the attributes and flags of a class higher in the hierarchy) and then customize the new class by
selecting one or more attributes to add to those that were inherited. The additional attributes can be
selected as mandatory, naming, or optional attributes.

You can also modify existing classes by adding optional attributes.
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Attributes

Attributes are the data fields in the eDirectory database. For example, if a class is like a form, then an
attribute is one field on the form. When an attribute is created, it is named (surname or employee
number) and given a syntax type (string or number). From then on, it is available in the attribute lists
in Schema Manager.

NOTE: Due to a replication issue, attributes in eDirectory other than the stream attribute type cannot
contain values larger than 60 KB or 30,000 characters. If a user or application sets the value of a
string or binary attribute and exceeds that limit, eDirectory returns a -649 error indicating that the
value is too long.

Syntaxes

There are several syntax options to choose from. These are used to specify the type of data entered
for each attribute. The syntax can be specified only when an attribute is created. You cannot modify it
later. Available syntaxes include the following:

+ Back Link
Used to keep track of other servers referring to an object. It is used for internal eDirectory
management purposes.

+ Boolean

Used by attributes whose values are True (represented as 1) or False (represented as 0). The
single-valued flag is set for this syntax type.

+ Case Exact String

Used by attributes whose values are Unicode strings that are case sensitive in comparison
operations. Two Case Exact Strings match when they are of the same length and their
corresponding characters, including case, are identical.

+ Case Ignore List

Used by attributes whose values are ordered sequences of Unicode strings that are not case
sensitive in comparisons operations. Two Case Ignore Lists match if the number of strings in
each is the same and all corresponding strings match (that is, they are the same length and their
corresponding characters are identical).

+ Case Ignore String

Used by attributes whose values are Unicode strings that are not case sensitive in comparison
operations. Two Case Ignore Strings match when they are of the same length and their
corresponding characters are identical in all respects except that of case.

+ Class Name

Used by attributes whose values are object class names. Two Class Names match when they
are of the same length and their corresponding characters are identical in all respects except
that of case.

+ Counter

Used by attributes whose values are incrementally modified numeric signed integers. Any
attribute defined using Counter is a single-valued attribute. This syntax differs from Integer in
that any value added to an attribute of this syntax is arithmetically added to the total, and any
value deleted is arithmetically subtracted from the total.

+ Distinguished Name
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Used by attributes whose values are the names of objects in the eDirectory tree. Distinguished
Names (DN) are not case sensitive, even if one of the naming attributes is case sensitive.

EMail Address

Used by attributes whose values are strings of binary information. eDirectory makes no
assumption about the internal structure of the content of this syntax.

Facsimile Telephone Number

Specifies a string that complies with the E.123 standard for storing international telephone
numbers and an optional bit string formatted according to recommendation T.20. Facsimile
Telephone Number values match when they are of the same length and their corresponding
characters are identical, except that all spaces and hyphen characters are ignored during
comparison.

Hold

Used by attributes that are accounting quantities, whose values are signed integers. This syntax
is an accounting quantity (which is an amount tentatively held against a subject’s credit limit,
pending completion of a transaction). The hold amount is treated similarly to the Counter syntax,
with new values added to or subtracted from the base total. If the evaluated hold amount goes to
0, the Hold record is deleted.

Integer

Used by attributes represented as signed numeric values. Two Integer values match if they are
identical. The comparison for ordering uses signed integer rules.

Integer 64

Used by attributes represented as 64-bit integer values. Integer 64 attributes support the
Microsoft Large Integer Syntax and can be used to store large-integer values or dates previous
to 1970 or beyond 2038.

NOTE: eDirectory uses its existing syntax and 32-bit values for internal timestamps.

Interval

Used by attributes whose values are signed numeric integers and represent intervals of time.
The Interval syntax uses the same representation as the Integer syntax. The Interval value is the
number of seconds in a time interval.

Net Address

Represents a network layer address in the server environment. The address is in binary format.
For two values of Net Address to match, the type, length, and value of the address must match.

Numeric String

Used by attributes whose values are numerical strings as defined in the CCITT X.208 definition
of Numeric String. For two Numeric Strings to match, the strings must be the same length and
their corresponding characters must be identical. Digits (0...9) and space characters are the only
valid characters in the numeric string character set.

Object ACL

Used by attributes whose values represent Access Control List (ACL) entries. An Object ACL
value can protect either an object or an attribute.

Octet List

Describes an ordered sequence of strings of binary information or Octet String. An Octet List
matches a stored list if it is a subset of the stored list. For two Octet Lists to match, they must be
the same length, and the corresponding bit sequence (octet) must be identical.

Octet String
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Used by attributes whose values are strings of binary information not interpreted by eDirectory.
These octet strings are non-Unicode strings. For two octet strings to match, they must be the
same length, and the corresponding bit sequence (octet) must be identical.

Path

Attributes that represent a file system path contain all the information to locate a file on a server.
Two paths match when they are of the same length and their corresponding characters,
including case, are identical.

Postal Address

Used by attributes whose values are Unicode strings of postal addresses. An attribute value for
Postal Address is typically composed of selected attributes from the MHS Unformatted Postal O/
R Address Specification version 1 according to recommendation F.401. The value is limited to six
lines of 30 characters each, including a postal country name. Two postal addresses match if the
number of strings in each is the same and all corresponding strings match (that is, they are the
same length and their corresponding characters are identical).

Printable String

Used by attributes whose values are printable strings, as defined in CCITT X.208. The printable
character set consists of the following:

+ Uppercase and lowercase alphabetic characters
+ Digits (0...9)

+ Space character

+ Apostrophe ()

+ Left and right parentheses ()
¢ Plus sign (+)

¢ Comma(,)

* Hyphen (-)

¢ Period (.)

+ Forward slash (/)

+ Colon (?)

+ Equals sign (=)

¢ Question mark (?)

Two printable strings are equal when they are the same length and their corresponding
characters are the same. Case is significant.

+ Replica Pointer

Used by attributes whose values represent partition replicas. A partition of an eDirectory tree can
have replicas on different servers. The syntax has six components:

+ Server Name

+ Replica Type (master, secondary, read-only, subordinate reference)
+ Replica Number

+ Replica Root ID

¢ Number of Address

+ Address Record

+ Stream
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Represents arbitrary binary information. The Stream syntax provides a way to make an
eDirectory attribute out of a file on a file server. Login scripts and other stream attributes use this
syntax. The data stored in a stream file has no syntax enforcement of any kind. It is completely
arbitrary data, defined by the application that created and uses it.

+ Telephone Number

Used by attributes whose values are telephone numbers. Two telephone numbers match when
they are of the same length and their corresponding characters are identical, except that all
spaces and hyphen characters are ignored during comparison.

+ Time

Used by attributes whose values are unsigned integers and represent time expressed in
seconds.

+ Timestamp

Used by attributes whose values mark the time when a particular event occurred. When a
significant event occurs, an eDirectory server mints a new Timestamp value and associates the
value with the event. Every Timestamp value is unique within an eDirectory partition. This
provides a total ordering of events occurring on all servers holding replicas of a partition.

+ Typed Name

Used by attributes whose values represent a level and an interval associated with an object. This
syntax names an eDirectory object and attaches two numeric values to it:

+ Level of the attribute indicative of its priority

+ Interval representing the number of seconds between certain events or the frequency of the
reference

+ Unknown

Used by attributes whose attribute definition has been deleted from the schema. This syntax
represents strings of binary information.

Understanding Mandatory and Optional Attributes

Every object has a schema class that has been defined for that type of object, and a class is a group
of attributes organized in a meaningful way. Some of these attributes are mandatory and some are
optional.

Mandatory Attributes

A mandatory attribute is one that must be filled in when an object is being created. For example, if a
new user is being created using the User class, which has the employee number as a mandatory
attribute, then the new User object cannot be created without providing the employee number.

Optional Attributes

An optional attribute is one that can be filled in if desired but can be left without content. For example,
if a new User object is being created using the User class, which has Other Names as an optional
attribute, then the new User object can be created with or without data provided for that attribute,
depending on whether the new user is known by other names.

An exception to the rule is when an optional attribute is used for naming, the attribute then becomes
mandatory.
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Sample Schema

Figure 1-12 is a sample of part of a schema, which might be similar to your base schema. This figure
shows information on the Organization class. Most of the information displayed on this screen was
specified when the class was created. Some of the optional attributes were added later.

F:? This icon is assigned to all classes and attributes that are extensions to the base schema.

Figure 1-12 Class Information Page in iManager

Class flags:
Container ;I A::Id a new attrbute
Effective LI Miew superclass

Can Be Contained By

62 [Nothing] il

M= Country

@ domain ~|
Attribute:

2 teletexTerminalldentifier I [ ;l
2 telexMumber r - -
& x121Address r r

F? Account Balance r -

F 7 Allow Unlimited Credit r - |
ASHT D
[256.4

Designing the Schema

Designing your schema initially can save you time and effort in the long run. You can view the base
schema and determine if it will meet your needs or if modifications are required. If changes are
needed, use Schema Manager to extend the schema. See “Extending the Schema” on page 132 and
“Viewing the Schema” on page 135 for more information.

Partitions

A patrtition is a logical division of the eDirectory database. A directory partition forms a distinct unit of
data in the tree that stores directory information.

Partitioning allows you to take part of the directory off one server and put it on another server.

If you have slow or unreliable WAN links or your directory has so many objects that the server is
overwhelmed and access is slow, you should consider partitioning the directory. For a complete
discussion of partitions, see Chapter 6, “Managing Partitions and Replicas,” on page 143.
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Each directory partition consists of a set of container objects, all the objects contained in them, and
data about those objects. eDirectory partitions don’t include any information about the file system or
the directories and files contained there.

Partitioning is done with NetlQ iManager. Partitions are identified in iManager by the following
partition icon (=k).

Figure 1-13 Replica View for a Server

dp TrEE % Replica View
%no\rell

@ admin
ﬂ Sener;-2000-HD 5
Senert-2000-NDE-PS Add Replica _ Refresh |
BE Loar senver-semertzon0.nns Server name: Server1-2000-ND5S.novell

Partition Type Filter State

Foot B Master Edit on

Done

In the above example, the partition icon is next to the Tree object. This means it is the top-most
container in the partition. No partitions are shown by any other containers, so this partition is the only
one.

This is the default partitioning for eDirectory, keeping the entire directory together in one partition.

Notice in the example that the Replica View for Serverl is displayed. When you display the Replica
View for a server in iManager, any replicas held on that server are shown on the right. In this case,
Serverl holds a replica of the only partition. For more information, see “Replicas” on page 59 and
“Viewing Replicas on an eDirectory Server” on page 151.

Partitions

Partitions are named by their topmost container. In Figure 1-14 there are two partitions, named Tree
and Finance. Finance is called a child partition of Tree, because it was split off from Tree. Tree is
called the parent partition of Finance.

Figure 1-14 Replica View for a Partition

4 TREE © Replica View
2 vourCo
D@-._L Finance
%8 Accounts
& servert Add Replica Refresh
Partition name: Finance.YourCo
Server Tvpe Filter State
Server 1 Accounts. Finance YourCo D*- Read-Write Edit on
Done

You might create such a partition because the directory has so many objects that the server is
overwhelmed and access to eDirectory is slow. Creating the new partition allows you to split the
database and pass the objects in that branch to a different server.
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The example above shows the Replica View for the Finance partition.When you display the Replica
View for a partition in iManager, any servers holding a replica of that partition are shown on the right.
In this case, Serverl holds a Read-Write replica of the Finance partition. For more information, see
“Viewing a Partition’s Replicas” on page 153.

Distributing Replicas for Performance

In the preceding example, suppose that Serverl holds replicas of both the Tree partition and the
Finance partition. At this point, you haven't gained any performance advantage from eDirectory
because Serverl still holds the entire directory (replicas of both partitions).

To gain the desired performance advantage, you need to move one of the replicas to a different
server. For instance, if you move the Tree partition to Server2, then Server2 holds all objects in the
Tree and YourCo containers. Serverl holds only objects in the Finance and Accounts containers. The
load on both Serverl and Server2 is less than it would be with no partitioning.

Partitions and WAN Links

Suppose your network spans two sites, a North site and a South Site, separated by a WAN link.
Three servers are at each site.

Figure 1-15 Sample eDirectory Containers

@-..L TREE
& vourCo
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[l SERVER-MA
[l SERVER-MZ
[l SERVER-M3
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[l sERvVER-53

eDirectory performs faster and more reliably in this scenario if the directory is divided in two partitions.

With a single partition, the replicas are either kept at one site or distributed between the two sites.
This proves unwieldy for two reasons:

+ If all replicas are kept on servers at the North site, for example, users at the South site encounter
delays when logging in or accessing resources. If the link goes down, users at the South site
can't log in or access resources at all.

+ If replicas are distributed between sites, users can access the directory locally. However, server-
to-server synchronization of replicas happens over the WAN link, so there can be eDirectory
errors if the link is unreliable. Any changes to the directory are slow to propagate across the
WAN link.

The two-partition solution shown in Figure 1-16 solves performance and reliability problems over the
WAN link.
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Figure 1-16 Sample Partitions

@-..L TREE
2 vourCo
8 Maorth
[ sERVER-NA
[ sERVER-MZ
[ sERVER-MZ

¥ South
[l sERvER-51
[l sERvER-52
[l sERvER-53

Replicas of the Tree partition are kept on servers at the North site. Replicas of the South partition are
kept on servers at the South site, as shown in Figure 1-17.

Figure 1-17 Sample Partitions, Severs, and Replicas

Partition Senrer Replica Type

@ TREE  [I SERVER-N1 [ Master
£ SERVER-N2 [ readhvrite

B sERVER-M3 B Readiwrie

S3F South El sERVER-51 [B Master
[ SERVER-S2 [B Readhwrits
& sErvER-53 [B Readhwrits

For each site, the objects that represent local resources are kept locally. Synchronization traffic
among servers also happens locally over the LAN, rather than over the slow, unreliable WAN link.

eDirectory traffic is generated over the WAN link, however, when a user or administrator accesses
objects at a different site.

Replicas

Areplica is a copy or an instance of a user-defined patrtition that is distributed to an eDirectory server.
If you have more than one eDirectory server on your network, you can keep multiple replicas (copies)
of the directory. That way, if one server or a network link to it fails, users can still log in and use the
remaining network resources (see Figure 1-18).
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Figure 1-18 eDirectory Replicas

Servers A and B
/both hold replicas \
of eDirectory.

When the link goes down,
users still have access to
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-6 @
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the two replicas.

User Workstations User Workstations

-

Server B

Each server can store more than 65,000 eDirectory replicas. However, only one replica of the same
user-defined partition can exist on the same server. For a complete discussion of replicas, see
Chapter 6, “Managing Partitions and Replicas,” on page 143.

We recommend that you keep three replicas for fault tolerance of eDirectory (assuming you have
three eDirectory servers to store them on). A single server can hold replicas of multiple partitions.

Areplica server is a dedicated server that stores only eDirectory replicas. This type of server is
sometimes referred to as a DSMASTER server. This configuration is popular with some companies
that use many single-server remote offices. The replica server provides a place for you to store
additional replicas for the partition of a remote office location.

It can also be a part of your disaster recovery planning, as described in “Using DSMASTER Servers
as Part of Disaster Recovery Planning” on page 418.

eDirectory replication does not provide fault tolerance for the server file system. Only information
about eDirectory objects is replicated. You can get fault tolerance for file systems by using the
Transaction Tracking System™ (TTS™), disk mirroring/duplexing, RAID, or NetlQ Replication
Services (NRS).

A master or read/write replica is required on servers that provide bindery services.

If users regularly access eDirectory information across a WAN link, you can decrease access time
and WAN traffic by placing a replica containing the needed information on a server that users can
access locally.

The same is true to a lesser extent on a LAN. Distributing replicas among servers on the network
means information is usually retrieved from the nearest available server.

Replica Types

eDirectory supports the types of replicas shown in the following figure:
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Figure 1-19 Replica Types
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+ “Master Replica” on page 61

+ “Read/Write Replica” on page 62

+ “Read-Only Replica” on page 62

+ “Filtered Read/Write Replica” on page 62
+ “Filtered Read-Only Replica” on page 63

+ “Subordinate Reference Replica” on page 63

Master Replica

@ The master replica is a writable replica type used to initiate changes to an object or partition. The
master replica manages the following types of eDirectory partition operations:

*

Adding replicas to servers

+ Removing replicas from servers

+ Creating new partitions in the eDirectory tree

+ Removing existing partitions from the eDirectory tree

*

Relocating a partition in the eDirectory tree

The master replica is also used to perform the following types of eDirectory object operations:

*

Adding new objects to the eDirectory tree
+ Removing, renaming, or relocating existing objects in the eDirectory tree

*

Authenticating objects to the eDirectory tree

*

Adding new obiject attributes to the eDirectory tree
+ Modifying or removing existing attributes
By default, the first eDirectory server on your network holds the master replica. There is only one

master replica for each partition at a time. If other replicas are created, they are read/write replicas by
default.

If you're going to bring down the server holding a master replica for longer than a day or two, you can
make one of the read/write replicas the master. The original master replica automatically becomes
read/write.

A master replica must be available on the network for eDirectory to perform operations, such as
creating a new replica or creating a new partition.
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Read/Write Replica

==
B" eDirectory can access and change object information in a read/write replica as well as the
master replica. All changes are then automatically propagated to all replicas.

If eDirectory responds slowly to users because of delays in the network infrastructure, like slow WAN
links or busy routers, you can create a read/write replica closer to the users who need it. You can
have as many read/write replicas as you have servers to hold them, although more replicas cause
more traffic to keep them synchronized.

Read-Only Replica

The read-only replica is a readable replica type used to read information about all objects in a
partition’s boundaries. Read-only replicas receive synchronization updates from master and read/
write replicas but don’t receive changes directly from clients. If login update is enabled then login to
read only replica fails as it involves attribute updates.

This replica type is not able to provide bindery emulation, but it does provide eDirectory tree fault
tolerance. If the master replica and all read/write replicas are destroyed or damaged, the read-only
replica can be promoted to become the new master replica.

It also provides NDS Object Reads, Fault Tolerance (contains all objects within the Partition
boundaries), and NDS Directory Tree Connectivity (contains the Partition Root object).

A read-only replica should never be used to establish a security policy within a tree to restrict the
modification of objects, because the client can always access a read/write replica and still make
modifications. There are other mechanisms that exist in the directory for this purpose, such as using
an Inherited Rights Filter. For more information, see “Inherited Rights Filter (IRF)” on page 70.

Filtered Read/Write Replica

G’ Filtered read/write replicas contain a filtered set of objects or object classes along with a filtered
set of attributes and values for those objects. The contents are limited to the types of eDirectory
objects and properties specific in the host server's replication filter. Users can read and modify the
contents of the replica, and eDirectory can access and change selected object information. The
selected changes are then automatically propagated to all replicas.

With filtered replicas, you can have only one filter per server. This means that any filter defined for a
server applies to all filtered replicas on that server. You can, however, have as many filtered replicas
as you have servers to hold them, although more replicas cause more traffic to keep them
synchronized.

For more information, see “Filtered Replicas” on page 63.
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Filtered Read-Only Replica

B Filtered read-only replicas contain a filtered set of objects or object classes along with a filtered
set of attributes and values for those objects. They receive synchronization updates from master and
read/write replicas but don't receive changes directly from clients. Users can read but not modify the
contents of the replica. The contents are limited to the types of eDirectory objects and properties
specific in the host server's replication filter.

For more information, see “Filtered Replicas” on page 63.

Subordinate Reference Replica

Subordinate reference replicas are system-generated replicas that don’t contain all the object data of
a master or a read/write replica. Subordinate reference replicas, therefore, don’t provide fault
tolerance. They are internal pointers that are generated to contain enough information for eDirectory
to resolve object names across partition boundaries.

You can't delete a subordinate reference replica. eDirectory deletes it automatically when it is not
needed. Subordinate reference replicas are created only on servers that hold a replica of a parent
partition but no replicas of its child partitions.

If a replica of the child partition is copied to a server holding the replica of the parent, the subordinate
reference replica is automatically deleted.

Filtered Replicas

Filtered replicas contain a filtered set of objects or object classes along with a filtered set of attributes
and values for those objects. For example, you might want to create a set of filtered replicas on a
single server that contains only User objects from various partitions in the eDirectory tree. In addition
to this, you can choose to include only a subset of the User objects’ data (for example, Given Name,
Surname, and Telephone Number).

A filtered replica can construct a view of eDirectory data onto a single server. To do this, filtered
replicas let you create a scope and a filter. This results in an eDirectory server that can house a well-
defined data set from many partitions in the tree.

The descriptions of the server’s scope and data filters are stored in eDirectory and can be managed
through the Server object in iManager.

A server hosting one of more filtered replicas has only a single replication filter. Therefore, all filtered
replicas on the server contain the same subset of information from their respective partitions. The
master partition replica of a filtered replica must be hosted on an eDirectory server running eDirectory
8.5 or later.

Filtered replicas can

+ Reduce synchronization traffic to the server by reducing the amount of data that must be
replicated from other servers.
+ Reduce the number of events that must be filtered by NetlQ Identity Manager.

For more information on NetlQ ldentity Manager, see the NetlQ Identity Manager Administration
Guide.

+ Reduce the size of the directory database.
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Each replica adds to the size of the database. By creating a filtered replica that contains only
specific classes (instead of creating a full replica), you can reduce the size of your local
database.

For example, if your tree contains 10,000 objects but only a small percentage of those objects
are Users, you could create a filtered replica containing only the User objects instead of a full
replica containing all 10,000 objects.

Other than the ability to filter data stored in a local database, the filtered replica is like a normal
eDirectory replica and it can be changed back to a full replica at any time.

NOTE: Filtered replicas by default will have the Organization and the Organizational Unit as
mandatory filters.

For more information on setting up and managing filtered replicas, see “Setting Up and Managing
Filtered Replicas” on page 150.

Allowing Local Logins to Filtered Replicas

In addition to selecting the Enable local login option in iManager, to allow local logins to a Filtered
Replica, you should also add the class ndsLoginProperties to the filter.

Server Synchronization in the Replica Ring

When multiple servers hold replicas of the same partition, those servers are considered a replica ring.
Synchronization is the propagation of directory information from one replica to another, so the
information in each partition is consistent with the other. eDirectory automatically keeps those servers
synchronized. For more information, refer “Synchronization” on page 113

The following are the types of eDirectory synchronization:

+ Normal Synchronization or Replica Synchronization
+ Priority Sync

Access to Resources

eDirectory provides a basic level of network access security through default rights. You can provide
additional access control by completing the tasks outlined below.

+ Assigning rights

Each time a user attempts to access a network resource, the system calculates the user’'s
effective rights to that resource. To ensure that users have the appropriate effective rights to
resources, you can make explicit trustee assignments, grant security equivalences, and filter
inherited rights.

To simplify the assignment of rights, you can create Group and Organizational Role objects, then
assign users to the groups and roles.
+ Adding login security

Login security is not provided by default. You can set up several optional login security
measures, including login passwords, login location and time restrictions, limits on concurrent
login sessions, intruder detection, and login disabling.

¢ Setting up role-based administration
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You can set up administrators for specific object properties and grant them rights to only those
properties. This allows you to create administrators with specific responsibilities that can be
inheritable to subordinates of any given container object. A role-based administrator can have
responsibilities over any specific properties, such as those that relate to employee information or
passwords.

For instructions on setting up Role-Based Services, see Installing RBS in the NetlQ iManager
Administration Guide (https://www.netig.com/documentation/imanager-3/imanager_admin/).

You can also define roles in terms of the specific tasks that administrators can perform in role-
based administration applications. See Configuring Role-Based Services for more information.

eDirectory Rights

When you create a tree, the default rights assignments give your network generalized access and
security. Some of the default assignments are as follows:

+ User Admin has the Supervisor right to the top of the tree, giving Admin complete control over
the entire directory. Admin also has the Supervisor right to the Server object, giving complete
control over any volumes on that server.

+ [Public] has the Browse right to the top of the tree, giving all users the right to view any objects in
the tree.

+ Objects created through an upgrade process, printing upgrade, or Windows user migration
receive trustee assignments appropriate for most situations.

Trustee Assignments and Targets

The assignment of rights involves a trustee and a target object. The trustee represents the user or set
of users that are receiving the authority. The target represents those network resources the users
have authority over.

+ If you make an Alias a trustee, the rights apply only to the object the alias represents. The Alias
object can be an explicit target, however.

+ Afile or directory in the file system can also be a target, although file system rights are stored in
the file system itself, not in eDirectory.

NOTE: The [Public] trustee is not an object. It is a specialized trustee that represents any network
user, logged in or not, for rights assignment purposes.

[This] is a special type of trustee, that is defined to be an authenticated object, when its name
matches the entry being accessed. This helps the administrator to easily specify rights such as, every
user manages his own telephone number, with a single ACL at the top of the tree with [This] as a
trustee.

eDirectory Rights Concepts

The following concepts can help you better understand eDirectory rights.
+ “Object (Entry) Rights” on page 66
+ “Property Rights” on page 66
+ “Effective Rights” on page 67
+ “How Effective Rights Are Calculated” on page 67
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+ “Security Equivalence” on page 69
+ “Access Control List (ACL)” on page 70
+ “Inherited Rights Filter (IRF)” on page 70

Object (Entry) Rights

When you make a trustee assignment, you can grant object rights and property rights. Object rights
apply to manipulation of the entire object, while property rights apply only to certain object properties.
An object right is described as an entry right because it provides an entry into the eDirectory
database.

A description of each object right follows:

+ Supervisor includes all rights to the object and all of its properties.

+ Browse lets the trustee see the object in the tree. It does not include the right to see an object’s
properties.

+ Create applies only when the target object is a container. It allows the trustee to create new
objects below the container and also includes the Browse right.

+ Delete lets the trustee delete the target from the directory.
+ Rename lets the trustee change the name of the target.

Property Rights

When you make a trustee assignment, you can grant object rights and property rights. Object rights
apply to manipulation of the entire object, while property rights apply only to certain object properties.

iManager gives you two options for managing property rights:

+ You can manage all properties at once when the [All Attributes Rights] item is selected.
+ You can manage one or more individual properties when the specific property is selected.

IMPORTANT: If you grant a trustee Read access to the [All Attributes Rights] property of a user, the
trustee is granted Read access to the Passwor d Managenent attribute for that user. The trustee can
then read the user's passwords.

For more information about creating and managing password policies, see “Creating Password
Policies” on page 706.

A description of each property right follows:

+ Supervisor gives the trustee complete power over the property.

+ Compare lets the trustee compare the value of a property to a given value. This right allows
searching and returns only a true or false result. It does not allow the trustee to actually see the
value of the property.

+ Read lets the trustee see the values of a property. It includes the Compare right.
+ Write lets the trustee create, change, and delete the values of a property.

+ Add Self lets the trustee add or remove itself as a property value. It only applies to properties
with object names as values, such as membership lists or Access Control Lists (ACLS).
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Effective Rights

Users can receive rights in a number of ways, such as explicit trustee assignments, inheritance, and
security equivalence. Rights can also be limited by Inherited Rights Filters and changed or revoked
by lower trustee assignments. The net result of all these actions—the rights a user can employ—are
called effective rights.

A user’s effective rights to an object are calculated each time the user attempts an action.

How Effective Rights Are Calculated

Each time a user attempts to access a network resource, eDirectory calculates the user’s effective
rights to the target resource using the following process:

1 eDirectory lists the trustees whose rights are to be considered in the calculation. These include

*

*

The user who is attempting to access the target resource.
The objects that the user is security equivalent to.

2 For each trustee in the list, eDirectory determines its effective rights as follows:

2a eDirectory starts with the inheritable rights that the trustee has at the top of the tree.

2b
2c

2d

2e

2f

eDirectory checks the Object Trustees (ACL) property of the Tree object for entries that list
the trustee. If any are found and they are inheritable, eDirectory uses the rights specified in
those entries as the initial set of effective rights for the trustee.

eDirectory moves down a level in the branch of the tree that contains the target resource.
eDirectory removes any rights that are filtered at this level.

eDirectory checks the ACL at this level for Inherited Rights Filters (IRFs) that match with the
right types (object, all properties, or a specific property) of the trustee’s effective rights. If
any are found, eDirectory removes from the trustee’s effective rights any rights that are
blocked by those IRFs.

For example, if the trustee’s effective rights so far include an assignment of Write All
Properties, but an IRF at this level blocks Write All Properties, the system removes Write All
Properties from the trustee’s effective rights.

eDirectory adds any inheritable rights that are assigned at this level, overriding as needed.

eDirectory checks the ACL at this level for entries that list the trustee. If any are found, and
they are inheritable, eDirectory copies the rights from those entries to the trustee’s effective
rights, overriding as needed.

For example, if the trustee’s effective rights so far include the Create and Delete object
rights but no property rights, and if the ACL at this level contains both an assignment of zero
object rights and an assignment of Write all properties for this trustee, then the system
replaces the trustee’s existing object rights (Create and Delete) with zero rights and adds
the new all property rights.

eDirectory repeats the filtering and adding steps (Step 2c and Step 2d above) at each level
of the tree, including at the target resource.

eDirectory adds any noninheritable rights assigned at the target resource, overriding as
needed.

eDirectory uses the same process as in Step 2d above. The resulting set of rights
constitutes the effective rights for this trustee.
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3 eDirectory combines the effective rights of all the trustees in the list as follows:

3a eDirectory includes every right held by any trustee in the list and excludes only those rights
that are missing from every trustee in the list. eDirectory does not mix right types. For
example, it does not add rights for a specific property to rights for all properties or vice
versa.

3b eDirectory adds rights that are implied by any of the current effective rights.
The resulting set of rights constitutes the user’s effective rights to the target resource.

Example

User DJones is attempting to access volume Acctg_Vol. See Figure 1-20.

Figure 1-20 Sample Trustee Rights

ACL
Group [Public] Browse object (inheritable)
[Public] Read all prop (inheritable)

?TREE ‘ {3 DJdaones
=1 Piccl:uuntmg acL
Accly_vol IRF -Write- all prop (n/a)
=N arketing | DJones  Write all prop

ACL
DJones zero object (inheritable)
DJones zero

The following process shows how eDirectory calculates DJones’ effective rights to Acctg_Vol:

1. The trustees whose rights are to be considered in the calculation are DJones, Marketing, Tree,
and [Public].

This assumes that DJones doesn’t belong to any groups or roles and has not been explicitly
assigned any security equivalences.
2. The effective rights for each trustee are as follows:
+ DJones: Zero object, zero all properties

The assignment of zero all property rights at Acctg_Vol overrides the assignment of Write all
properties at Accounting.

+ Marketing: Zero all properties

The assignment of Write all properties at the top of the tree is filtered out by the IRF at
Accounting.

¢ Tree: No rights
No rights are assigned for Tree anywhere in the pertinent branch of the tree.
+ [Public]: Browse object, Read all properties

These rights are assigned at the root and aren't filtered or overridden anywhere in the
pertinent branch of the tree.

3. Combining the rights from all these trustees results in the following:
DJones: Browse object, Read all properties
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4. Adding the Compare all properties right that is implied by the Read all properties right, DJones
has the following final effective rights to Acctg_Vol:

DJones: Browse object, Read and Compare all properties

Blocking Effective Rights

Because of the way that effective rights are calculated, it is not always obvious how to block particular
rights from being effective for specific users without resorting to an IRF (an IRF blocks rights for all
users).

To block particular rights from being effective for a user without using an IRF, do either of the
following:

+ Ensure that neither the user nor any of the objects that the user is security equivalent to ever
gets assigned those rights, either at the target resource or at any level above the target resource
in the tree.

+ If the user or any object that the user is security equivalent to does get assigned those rights,
ensure that that object also has an assignment lower in the tree that omits those rights. Do this
for every trustee (associated with the user) that has the unwanted rights.

Security Equivalence

Security equivalence means having the same rights as another object. When you make one object
security equivalent to another object, the rights of the second object are added to the rights of the first
object when the system calculates the first object's effective rights.

For example, suppose you make User object Joe security equivalent to the Admin object. After you
create the security equivalence, Joe has the same rights to the tree and file system as Admin.

There are three types of security equivalence:
+ Explicit: By assignment
+ Automatic: By membership in a group or role
+ Implied: Equivalent to all parent containers and the [Public] trustee

Security equivalence is effective only for one step. For example, if you make a third user security
equivalent to Joe in the example above, that user does not receive Admin rights.

Security equivalence is recorded in eDirectory as values in the User object’s Security Equal To
property.

When you add a User object as an occupant to an Organizational Role object, that User automatically
becomes security equivalent to the Organizational Role object. The same is true when a User
becomes a member of a Group role object.
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Access Control List (ACL)

The Access Control List (ACL) is also called the Object Trustees property. Whenever you make a
trustee assignment, the trustee is added as a value to the Object Trustees (ACL) property of the
target.

This property has strong implications for network security for the following reasons:

+ Anyone who has the Supervisor or Write right to the Object Trustees (ACL) property of an object
can determine who is a trustee of that object.

+ Any users with the Add Self right to the Object Trustees (ACL) property of an object can change
their own rights to that object. For example, they can grant themselves the Supervisor right.

For these reasons, be careful giving Add Self rights to all properties of a container object. That
assignment makes it possible for the trustee to become Supervisor of that container, all objects in it,
and all objects in containers beneath it.

Inherited Rights Filter (IRF)

The Inherited Rights Filter allows you to block rights from flowing down the eDirectory Tree. For more
information on configuring this filter, see “Blocking Inherited Rights to an eDirectory Object or
Property” on page 74.

Default Rights for a New Server

When you install a new Server object into a tree, the following trustee assignments are made:

Default Trustees Default Rights

Admin (first eDirectory server in the tree) Supervisor object right to the Tree object.

Admin has the Supervisor object right to the Server
object, which means that Admin also has the
Supervisor right to the root directory of the file system of
any volumes on the server.

[Public] (first eDirectory server in the tree) Browse object right to the Tree object.

Tree The Tree Read property right to the Host Server Name
and Host Resource properties on all Volume objects.

This gives all objects access to the physical volume
name and physical server name.

Container objects Read and File Scan rights to the sys: \ publ i ¢ folder.
This allows User objects under the container to access
utilities in \ publ i c.

NOTE: These rights only apply to servers running OES
Linux.

User objects If home directories are automatically created for users,
the users have the Supervisor right to those directories.
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Delegated Administration

eDirectory lets you delegate administration of a branch of the tree, revoking your own management
rights to that branch. One reason for this approach is that special security requirements require a
different administrator with complete control over that branch.

To delegate administration:

1 Grant the Supervisor object right to a container.

la In NetlQ iManager, click the Roles and Tasks button .
1b Click Rights > Modify Trustees.

1c Enter the name and context of the container object that you want to control access to, then
click OK.

1d Click Assigned Rights.
le Click the Supervisor checkbox for the properties you want.
1f Click Done, then click OK.
2 Create an IRF on the container that filters the Supervisor and any other rights you want blocked.

2a In NetlQ iManager, click the Roles and Tasks button .
2b Click Rights > Modify Inherited Rights Filter.

2c Specify the name and context of the object whose inherited rights filter you want to modify,
then click OK.

2d Edit the list of inherited rights filters as needed.

To edit the list of filters, you must have the Supervisor or Access Control right to the ACL
property of the object. You can set filters that block inherited rights to the object as a whole,
to all the properties of the object, and to individual properties.

NOTE: These filters won't block rights that are explicitly granted a trustee on this object,
since such rights aren't inherited.

2e Click OK.

IMPORTANT: If you delegate administration to a User object and that object is subsequently deleted,
there are no objects with rights to manage that branch.

To delegate administration of specific eDirectory properties, such as Password Management, see
“Granting Equivalence” on page 73.

To delegate the use of specific functions in role-based administration applications, see “Configuring
Role-Based Services” on page 107.

Administering Rights

+ “Assigning Rights Explicitly” on page 72

+ “Granting Equivalence” on page 73

+ “Blocking Inherited Rights to an eDirectory Object or Property” on page 74
+ “Viewing Effective Rights to an eDirectory Object or Property” on page 75
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Assigning Rights Explicitly

When the default rights assignments in your eDirectory tree provide users with either too much or not
enough access to resources, you can create or modify explicit rights assignments. When you create
or modify a rights assignment, you start by selecting either the resource that you are controlling
access to or the trustee (the eDirectory object that possesses, or will possess, the rights).

TIP: To manage users' rights collectively rather than individually, make a group, role, or container
object the trustee. To restrict access to a resource globally (for all users), see “Blocking Inherited
Rights to an eDirectory Object or Property” on page 74.

+ “Controlling Access to NetlQ eDirectory by Resource” on page 72

+ “Controlling Access to NetlQ eDirectory by Trustee” on page 72

Controlling Access to NetlQ eDirectory by Resource

1 In NetlQ iManager, click the Roles and Tasks button .
2 Click Rights > Modify Trustees.

3 Specify the name and context of the eDirectory resource (object) that you want to control access
to, then click OK.

Choose a container if you want to control access to all the objects below it.
4 Edit the list of trustees and their rights assignments as needed.

4a To modify a trustee's rights assignment, select the trustee, click Assigned Rights, modify
the rights assignment as needed, then click Done.

4b To add an object as a trustee, click Add Trustee, select the object, click OK, click Assigned
Rights to assign the trustee's rights, then click Done.

When creating or modifying a rights assignment, you can grant or deny access to the object
as a whole, to all the properties of the object, and to individual properties.

4c To remove an object as a trustee, select the trustee, then click Delete Trustee.

The deleted trustee no longer has explicit rights to the object or its properties but might still
have effective rights through inheritance or security equivalence.

5 Click OK.

Controlling Access to NetlQ eDirectory by Trustee

1 In NetlQ iManager, click the Roles and Tasks button .
2 Click Rights > Rights to Other Objects.

3 Enter the name and context of the trustee (the object that possesses, or will possess, the rights)
whose rights you want to modify.

4 Inthe Context to Search From field, specify the part of the eDirectory tree to be searched for
eDirectory objects that the trustee currently has rights assignments to.

5 Click OK.

A screen appears showing the progress of the search. When the search is done, the Rights to
Other Objects page appears with the results of the search filled in.
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6 Edit the trustee's eDirectory rights assignments as needed.

6a To add a rights assignment, click Add Object, select the object to control access to, click
OK, click Assigned Rights, assign the trustee's rights, then click Done.

6b To modify a rights assignment, select the object you want to control access to, click
Assigned Rights, modify the trustee's rights assignment as needed, then click Done.

When creating or modifying a rights assignment, you can grant or deny access to the object
as a whole, to all the properties of the object, and to individual properties.

6c To remove a rights assignment, select the object you want to control access to, then click
Delete Object.

The trustee no longer has explicit rights to the object or its properties but might still have
effective rights through inheritance or security equivalence.

7 Click OK.

Granting Equivalence

A user who is security equivalent to another eDirectory object effectively has all the rights of that
object. A user is automatically security equivalent to the groups and roles that they belong to. All
users are implicitly security equivalent to the [Public] trustee and to each container above their User
objects in the eDirectory tree, including the Tree object. You can also explicitly grant a user security
equivalence to any eDirectory object.

NOTE: The tasks in this section allow you to delegate administrative authority through eDirectory
rights. If you have administration applications that use Role-Based Services (RBS) roles, you can
also delegate administrative authority by assigning users membership in those roles.

+ “Granting Security Equivalence by Membership” on page 73
+ “Granting Security Equivalence Explicitly” on page 74
+ “Setting Up an Administrator For an Object's Specific eDirectory Properties” on page 74

Granting Security Equivalence by Membership
1 If you haven't already done so, create the group or role object that you want the users to be
security equivalent to.
See “Creating an Object” on page 98 for details.
2 Grant the group or role the eDirectory rights that you want the users to have.
See “Assigning Rights Explicitly” on page 72 for details.

3 Edit the membership of the group or role to include those users who need the rights of the group
or role.

+ For a Group object, use the Modify Members of Groups window.

In NetlQ iManager, click Roles and Tasks > Groups > Modify Members of Group, specify
the name and context of a Group object, and click OK. In the General tab, specify the
members you want to add to the group and click OK.

+ For a Role object, use the Modify Object window.

In NetlQ iManager, click Roles and Tasks > Directory Administration > Modify Object,
specify the name and context of an Organizational Role object, and click OK. Click Other,
select rbsMember, and click Edit. On the Edit Attribute window, specify the members you
want to add to the role and click OK.

4 Click OK.
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Granting Security Equivalence Explicitly

5

In NetlQ iManager, click the Roles and Tasks button @
Click Directory Administration > Modify Object.

Enter or browse to the name and context of the user or object that you want the user to be
security equivalent to, then click OK.

Click the Security tab, then grant the security equivalence as follows:

+ If you chose a user, click Security Equal To, select or browse to the name and context of the
object that you want the user to be equivalent in terms of security, then click OK.

+ If you chose an object that you want the user to be security equivalent to, click Security
Equal To Me, select or browse to the name and context of the user that you want the object
to be equivalent to in terms of security, then click OK.

The contents of these two property pages are synchronized by the system.
Click OK.

Setting Up an Administrator For an Object's Specific eDirectory Properties

1

If you haven't already done so, create the User, Group, Role, or Container object that you want
to make a trustee of the object's specific properties.

If you create a container as a trustee, all objects inside and below the container will have the
rights you grant. You must make the property inheritable or the container and its members will
not have rights below its level.

See “Creating an Object” on page 98 for information.

In NetlQ iManager, click the Roles and Tasks button @

3 Click Rights > Modify Trustees.

Specify the name and context of the highest-level container that you want the administrator to
manage, then click OK.

On the Modify Trustees page, click Add Trustee, select the object that represents the
administrator, then click OK.

Click Assigned Rights for the trustee you just added, then click Add Property.
Select the properties you want to add to the property list, then click OK.

For each property that the administrator will manage, assign the needed rights.
Be sure to select the Inheritable check box on each rights assignment.

Click Done, then click OK.

Blocking Inherited Rights to an eDirectory Object or Property

In eDirectory, rights assignments on containers can be inheritable or non-inheritable. In the file
system, all rights assignments on folders are inheritable. In eDirectory, you can block such
inheritance on individual subordinate items so that the rights aren’t effective on those items, no matter
who the trustee is.

1 In NetlQ iManager, click the Roles and Tasks button @
2 Click Rights > Modify Inherited Rights Filter.
3 Specify the name and context of the object whose inherited rights filter you want to modify, then

click OK.
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This displays a list of the inherited rights filters that have already been set on the object.
4 On the property page, edit the list of inherited rights filters as needed.

To edit the list of filters, you must have the Supervisor or Access Control right to the ACL
property of the object. You can set filters that block inherited rights to the object as a whole, to all
the properties of the object, and to individual properties.

NOTE: These filters won't block rights that are explicitly granted a trustee on this object, because
such rights aren't inherited.

5 Click OK.

Viewing Effective Rights to an eDirectory Object or Property

Effective rights are the actual rights users can exercise on specific network resources. They are
calculated by eDirectory based on explicit rights assignments, inheritance, and security equivalence.
You can query the system to determine a user’s effective rights to any resource.

In NetlQ iManager, click the Roles and Tasks button @
Click Rights > View Effective Rights.
Enter the name and context of the trustee whose effective rights you want to view, then click OK.

A W N PP

Choose from the following options:

Option Description

Property Name Lists the properties that the trustee has effective rights to. The
properties are read from eDirectory and so are always shown in
English. Each item in the list is one of the following types:

[All Attributes Rights]-Represents all the properties of the object.

[Entry Rights]-Represents the object as a whole. Rights to this
item don’t imply any property rights, except in the case of
Supervisor.

Specific properties-These are specific properties that the trustee
has rights to individually. By default, only properties of this object
class are listed (see below).

Effective Rights Shows the trustee’s effective rights to the selected property, as
calculated by eDirectory.

Show All Properties in Schema Leave this check box deselected to show only the properties of
this object class.

To show the properties of all classes defined in the eDirectory
schema, select this check box. The additional properties are
pertinent only if this object is a container, or if it has been extended
to include the properties of an auxiliary class. The additional
properties are shown without a bullet next to them.

5 Click Done.
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Designing Your NetlQ eDirectory
Network

The design of NetlQ eDirectory impacts virtually every network user and resource. A good eDirectory
design can enhance the performance and value of the entire network by making the network more
efficient, fault tolerant, secure, and scalable, and operable. This chapter provides suggestions for
designing your eDirectory network.

+ ‘“eDirectory Design Basics” on page 77

+ “Designing the eDirectory Tree” on page 78

+ “Guidelines for Partitioning Your Tree” on page 84

+ “Guidelines for Replicating Your Tree” on page 85

+ “Planning the User Environment” on page 88

+ “Designing eDirectory for e-Business” on page 88

+ “Understanding the NetlQ Certificate Server” on page 89

+ “Synchronizing Network Time” on page 93

eDirectory Design Basics
An efficient eDirectory design is based on the network layout, organizational structure of the
company, and proper preparation.

If you are designing eDirectory for e-business, refer to “Designing eDirectory for e-Business” on
page 88.

Network Layout

The network layout is the physical setup of your network. To develop an efficient eDirectory design,
you need to be aware of the following:

+ WAN links

+ Users that need remote access

+ Network resources (such as number of servers)

+ Network conditions (such as frequent power outages)

+ Anticipated changes to the network layout

Organizational Structure

The organizational structure of the company will influence the eDirectory design. To develop an
efficient eDirectory design you need,

+ The organizational chart and an understanding of how the company operates.

+ Personnel who have the skills needed to complete the design and implementation of your
eDirectory tree.
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You will need to identify personnel who can do the following:
+ Maintain the focus and schedule of the eDirectory design
+ Understand eDirectory design, design standards, and security
+ Understand and maintain the physical network structure

+ Manage the internetwork backbone, telecommunications, WAN design, and router
placement

Preparing for eDirectory Design

Before you actually create the eDirectory design, you should

+ Set realistic expectations concerning scope and schedule.
+ Notify all users who will be affected by the design of your implementation of eDirectory.

+ Review the information in “Network Layout” on page 77 and “Organizational Structure” on
page 77.

Designing the eDirectory Tree

Designing the eDirectory tree is the most important procedure in the design and implementation of a
network. The design consists of the following tasks:

+ “Creating a Naming Standards Document” on page 78
+ “Designing the Upper Layers of the Tree” on page 81
+ “Designing the Lower Layers of the Tree” on page 83

Creating a Naming Standards Document

Using standard names such as object names makes your network more intuitive to both users and
administrators. Written standards can also specify how administrators set other property values, such
as telephone numbers and addresses.

Searching and browsing the directory rely greatly on the consistency of naming or property values.

The use of standard names also makes it easier for NetlQ Identity Manager to move data between
eDirectory and other applications. For more information on Identity Manager, see the NetlQ Identity
Manager Setup Guide.

Naming Conventions

+ “Objects” on page 78
+ “Server Objects” on page 79
+ “Country Objects” on page 79

Objects

+ The name must be unique in the container. For example, Debra Jones and Daniel Jones cannot
both be named DJONES if they are in the same container.
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+ Special characters are allowed. However, plus signs (+), equals signs (=), and periods (.) must
be preceded by a backslash (\) if used. Additional naming conventions apply to Server and o, as
well as to bindery services and multilingual environments.

+ Uppercase and lowercase letters, as well as underscores and spaces, are displayed as you first
entered them, but they aren’t distinguished. For example, Manager _Prof i | e and MANAGER
PROFI LE are considered to be identical.

+ If you use spaces, you must enclose the name in quotes when entering it on the command line
or in login scripts.

Server Objects

+ Server objects are automatically created when you install new servers.

+ You can create additional Server objects for existing Windows servers and for eDirectory servers
in other trees, but they are all treated as bindery objects.

+ When creating a Server object, the name must match the physical server name, which
¢ |s unique in the entire network.

*

Is from 2 to 47 characters long.
¢ Contains only letters A-Z, numbers 0-9, hyphens (-), periods (.), and underscores ().
+ Does not use a period as the first character.

+ Once named, the Server object cannot be renamed in NetlQ iManager. If you rename it at the
server, the new name automatically appears in iManager.

Country Objects
Country objects should follow the standard two-letter ISO country code.

For more information, see the ISO 3166 Code Lists (http://www.iso.org/iso/country_codes/
iso_3166_code_lists.htm).

Multilingual Considerations

If you have workstations running in different languages, you might want to limit object names to
characters that are viewable on all the workstations. For example, a name entered in Japanese
cannot contain characters that aren’t viewable in Western languages.

IMPORTANT: The Tree name should always be specified in English.

Sample Standards Document
The following is a sample document containing standards for some of the most frequently used

properties. You need to have standards only for those properties you use. Distribute the standards
document to all administrators responsible for creating or modifying objects.
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Object Class |
Property

Standard

Examples

Rationale

User | Login name

User | Last name

Telephone and fax
numbers

Multiple classes |
Location

Organization | Name

Organizational Unit |
Name (based on
location)

Organizational Unit |
Name (based on
department)

Group | Name

Directory Map | Name

Profile | Name

Server | Name

First initial, middle initial (if
applicable), and last name
(all lowercase). Eight
characters maximum. All
common names are unique
in the company.

Last name (normal
capitalization).

Numbers separated by
hyphens.

Two-letter location code
(uppercase), hyphen, malil
stop.

The name of your company
for all trees.

Two- or three-letter location
code, all uppercase.

Department name or
abbreviation.

Descriptive name.

Contents of the directory
indicated by the Directory
Map.

Purpose of the profile.

SERV, hyphen, department,
hyphen, unique number.

msmith, bjohnson

Smith

US: 123-456-7890
Other: 44-344-
123456

BA-C23

YourCo

ATL, CHI, CUP, LA,
BAT, BOS, DAL

Sales, Eng

Project Managers

DOSAPPS

MobileUser

SERV-Eng-1

Using unique names
company-wide is not
required by eDirectory but
helps avoid conflicts within
the same context (or
bindery context).

Used for generating
mailing labels.

Used by autodialing
software.

Used by interoffice mail
carriers.

If you have separate trees,
a standard Organization
name allows for future
merging of trees.

Short, standard names are
used for efficient
searching.

Short, standard names
make it easy to identify
which department the
container is servicing.

Avoid extremely long
names. Some utilities will
not display them.

Short, standard names
make it easy to identify
which department the
container is servicing.

Short, standard names
make it easy to identify
which department the
container is servicing.

eDirectory requires server
names to be unique in the
tree.
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Designing the Upper Layers of the Tree

You should carefully design the upper layers of the tree because changes to the upper layers affect
the rest of the tree, especially if your organization has WAN links. You want to design the top of the
tree so that few changes will be necessary.

Use the following eDirectory design rules to create your eDirectory tree:

+ Use a pyramid design.

+ Use one eDirectory tree with a unique name.

+ Create a single Organization object.

+ Create first-level Organizational Units that represent the physical network infrastructure.

Figure 2-1 depicts the eDirectory design rules.

Figure 2-1 eDirectory Design Rules

0=ACME
Geographic |
(Reglonal) OU=AMERC OU=PACRIM OU=EUROPE
Geographic ‘ | | \ | \
(Location) OU CHI OU PRV OU TKYO OU=HKNG OU=LON OU=PAR
Operational Ou= HR OU=SALES
Project/Department OU RECR OU PAY

To create the upper layers of the tree, see “Creating an Object” on page 98 and “Modifying an
Object's Properties” on page 98.

Using a Pyramid Design

With a pyramid-designed eDirectory, managing, initiating changes to large groups, and creating
logical partitions are easier.

The alternative to the pyramid design is a flat tree that places all objects in the top layers of the tree.
eDirectory can support a flat tree design. However, a flat tree design can be more difficult to manage

and patrtition.
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Using One eDirectory Tree with a Unique Name

A single tree works best for most organizations. By default, one tree is created. With one tree you
have single-user identity on the network, simpler administration of security, and single point of
management.

This recommendation for a single tree for business use does not preclude additional trees for testing
and development.

Some organizations, however, might need multiple trees because of legal, political, or corporate
issues. For example, an organization consisting of several autonomous organizations might need to
create several trees. If your organization needs multiple trees, consider using NetlQ ldentity Manager
to simplify management. For more information on ldentity Manager, see the NetlQ Identity Manager
Setup Guide.

When you name the tree, use a unique name that will not conflict with other tree names. Use a hame
that is short and descriptive, such as EDL-TREE.

If two trees have the same name and are located on the same network, you might encounter the
following problems:

+ Updates going to the wrong tree

+ Resources disappearing

+ Rights disappearing

+ Corruption

You can change the tree name using the DSMerge utility, but do so with caution. A tree hame change
impacts the network because you need to reconfigure the clients to use the new tree nhame.

Creating a Single Organization Object

Generally, an eDirectory tree should have one Organization object. By default, a single Organization
object is created and named after your company. This allows you to configure changes that apply to
the whole company from a single location in the tree.

For example, you can use ZENworks® to create a Workstation Import Policy object in the
Organization object. In this policy, which affects the whole organization, you define how Workstation
objects are named when created in eDirectory.

In the Organization container, the following objects are created:

¢ Admin
+ Server
+ Volume
Networks with only a Windows or Linux server running eDirectory have no Volume objects.

You might want to create multiple Organization objects if your company has the following needs:

+ |t comprises multiple companies that do not share the same network.
+ |t needs to represent separate business units or organizations.
+ |t has a policy or other internal guidelines that dictate that organizations remain separate.
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Creating Organizational Units That Represent the Physical Network

First-level Organizational Unit design is important because it affects the partitioning and efficiency of
eDirectory.

For networks that span more than one building or location using either a LAN or a WAN, the first-level
Organizational Unit object design should be based on location. This allows you to partition eDirectory
in a way that keeps all objects in a partition at one location. It also provides a natural place to make
security and administrator assignments for each location.

Designing the Lower Layers of the Tree

You should design the lower layers of the tree based on the organization of network resources. You
have more freedom in designing the lower layers of an eDirectory tree than the upper layers because
lower-layer design affects only objects at the same location.

To create the lower layers of the tree, see “Creating an Object” on page 98 and “Modifying an Object's
Properties” on page 98.

Determining Container, Tree, and Database Size

The number of lower-level container objects you create depends on the total number of objects in
your tree and your disk space and disk I/O speed limitations. eDirectory has been tested with over 1
billion objects in a single eDirectory tree, so the only real limitations are disk space, disk 1/0O speed,
and RAM to maintain performance. Keep in mind that the impact of replication on a large tree is
significant.

Atypical object in eDirectory is 3 to 5 KB in size. Using this object size, you can quickly calculate disk
space requirements for the number of objects you have or need. Keep in mind that the object size will
grow depending upon how many attributes are completed with data and what the data is. If objects
will hold binary large object (BLOB) data such as pictures, sounds, or biometrics, the object size will
subsequently grow.

The larger the partitions, the slower the replication cycles. If you are using products that require the
use of eDirectory, such as ZENworks and DNS/DHCP services, the eDirectory objects created by
these products will affect the size of the containers they are located in. You might consider placing
objects that are for administration purposes only, such as DNS/DHCP, in their own partition so user
access is not affected with slower replication. Also, managing partitions and replicas will be easier.

If you are interested, you can easily determine the size of your eDirectory database or the Directory
Information Base (DIB) Set.

+ For Windows, look at the DIB Set at \ novel | \ nds\ di bfil es.
+ For Linux, look at the DIB Set in the directory you specified during installation.

Deciding Which Containers to Create

In general, create containers for objects that have access needs in common with other eDirectory
objects. This lets you service many users with one trustee assignment or login script. You can create
containers specifically to make container login scripts more effective, or you can place two
departments in one container to make login script maintenance more feasible.

Keep users close to the resources they need to limit traffic over the network. For example, people
who work in the same department generally work near each other. They usually need access to the
same file system and they print to the same printers.
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Exceptions to general workgroup boundaries are not hard to manage. If two workgroups use a
common printer, for instance, you can create an Alias object to the printer in one of the workgroups.
You can create Group objects to manage some User objects within a workgroup or User objects
across multiple workgroups. You can create Profile objects for subsets of users with unique login
script requirements.

Guidelines for Partitioning Your Tree

When you partition eDirectory, you allow parts of the database to exist on several servers. With this
capability, you can optimize network use by distributing the eDirectory data processing and storage
load over multiple servers on the network. By default, a single partition is created. For more
information on partitions, refer to “Partitions” on page 56. For information on creating partitions, refer
to Chapter 6, “Managing Partitions and Replicas,” on page 143.

The following are guidelines for most networks. However, depending on the specific configuration,
hardware, and traffic throughput of the network, you might need to adjust some guidelines to fit your
needs.

Determining Partitions for the Upper Layers of the Tree

Just as you design your tree with a pyramid design, you will also partition with a pyramid design. Your
partition structure will have few partitions at the top of the tree and more partitions as you move
toward the bottom. Such a design creates fewer subordinate references than an eDirectory tree
structure that has more partitions at the top than at the bottom.

This pyramid design can be achieved if you always create the partitions relatively close to the leaf
objects, particularly the users.

NOTE: An exception is the partition created at the root of the tree during installation.

When designing the partitions for the upper layers, keep the following in mind:

+ Partition the top of the tree based on the WAN infrastructure. Place fewer partitions at the top of
the tree with more at the bottom.

You can create containers for each site separated by WAN links (placing each Server object in its
local container), then create a patrtition for each site.
+ In a network with WAN links, partitions should not span multiple locations.

This design ensures that replication traffic between different sites is not unnecessarily
consuming WAN bandwidth.

+ Partition locally around the servers. Keep physically distant servers in separate partitions.

Determining Partitions for the Lower Layers of the Tree

When designing the partitions for the lower layers of the eDirectory tree, keep the following in mind:

+ Define lower-layer partitions by organizational divisions, departments, and workgroups, and their
associated resources.

+ Partition so that all objects in each partition are at a single location. This ensures that updates to
eDirectory can occur on a local server.
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Determining Partition Size

With eDirectory, we recommend the following design limits for partition sizes:

Element Limit

Partition Size Unlimited Objects

Replica Directory Information Base (DIB) limited

to ITB
Total number of partitions in tree Unlimited
Number of child partitions per parent 150
Number of replicas per partition 50

Limited by replica DIB

Number of replicas per replica server 250

This change in design guidelines from NDS® 6 and 7 is due to architectural changes in NDS 8. These
recommendations apply to distributed environments such as corporate enterprises. These
recommendations might not subsequently apply to e-business or applications.

Although typical e-business users require that all the data be stored on a single server, eDirectory
provides filtered replicas that can contain a subset of objects and attributes from different areas of the
tree. This allows for the same e-business needs without storing all the data on the server. For more
information, see “Filtered Replicas” on page 63.

Considering Network Variables

Consider the following network variables and their limitations when planning your partitions:

+ The number and speed of servers
+ The speed of network infrastructure (such as network adapters, hubs, and routers)

+ The amount of network traffic

Guidelines for Replicating Your Tree

Creating multiple eDirectory partitions does not, by itself, increase fault tolerance or improve
performance of the directory. However, strategically using multiple replicas does. The placement of
replicas is extremely important for accessibility and fault tolerance. eDirectory data needs to be
available as quickly as possible and needs to be copied in several places to ensure fault tolerance.
For information on creating replicas, refer to Chapter 6, “Managing Partitions and Replicas,” on
page 143.

The following guidelines will help determine your replica placement strategy.

+ “Workgroup Needs” on page 86

+ “Fault Tolerance” on page 86

+ “Determining the Number of Replicas” on page 87
+ “Replicating the Tree Partition” on page 87
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+ “Replicating for Administration” on page 87

+ “Managing WAN Traffic” on page 87

Workgroup Needs

Place replicas of each partition on servers that are physically close to the workgroup that uses the
information in that partition. If users on one side of a WAN link often access a replica stored on a
server on the other side, place a replica on servers on both sides of the WAN link.

Place replicas in the location of highest access by users, groups, and services. If groups of users in
two separate containers need access to the same object within another partition boundary, place the
replica on a server that exists in the container one level above the two containers holding the group.

Fault Tolerance

If a disk crashes or a server goes down, replicas on servers in other locations can still authenticate
users to the network and provide information on objects in partitions stored on the disabled server.

With the same information distributed on several servers, you are not dependent on any single server
to authenticate you to the network or to provide services (such as login).

To create fault tolerance, plan for three replicas for each partition if the directory tree has enough
servers to support that number. There should be at least two local replicas of the local partition. There
is no need to have more than three replicas unless you need to provide for accessibility of the data at
other locations, or you patrticipate in e-business or other applications that need to have multiple
instances of the data for load balancing and fault tolerance.

You can have only one master replica. Additional replicas must be read/write, read-only, or filtered.
Most replicas should be read/write. They can handle object viewing, object management, and user
login, just as the master replica can. They send out information for synchronization when a change is
made.

Read-only replicas cannot be written to. They allow object searching and viewing, and they are
updated when the replicas of the partition synchronize.

Do not depend on a subordinate reference or filtered replicas for fault tolerance. A subordinate
reference is a pointer and does not contain objects other than the partition root object. Filtered
replicas do not contain all objects within the partition.

eDirectory allows for an unlimited number of replicas per partition, but the amount of network traffic
increases as the number of replicas increase. Balance fault tolerance needs with network
performance needs.

You can store only one replica per partition on a server. A single server can store replicas of multiple
partitions.

Depending on your organization's disaster recovery plan, the major work of rebuilding the network
after a loss of a server or location can be done using partition replicas. If the location has only one
server, back up eDirectory regularly. Consider purchasing another server for fault tolerance
replication.
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NOTE

+ Some backup software does not back up eDirectory automatically.

+ We recommend you exclude the DIB directory on your eDirectory server from any antivirus or
backup software processes. Use the eDirectory Backup Tool to back up your DIB directory. For
more information about backing up eDirectory, see “Backing Up and Restoring NetlQ eDirectory”
on page 407.

Determining the Number of Replicas

The limiting factor in creating multiple replicas is the amount of processing time and traffic required to
synchronize them. When a change is made to an object, that change is communicated to all replicas
in the replica ring. The more replicas in a replica ring, the more communication is required to
synchronize changes. If replicas must synchronize across a WAN link, the time cost of
synchronization is greater.

If you plan partitions for many geographical sites, some servers will receive numerous subordinate
reference replicas. eDirectory can distribute these subordinate references among more servers if you
create regional partitions.

Replicating the Tree Partition

The Tree patrtition is the most important partition of the eDirectory tree. If the only replica of this
partition becomes corrupted, users will experience impaired functionality on the network until the
partition is repaired or the eDirectory tree is completely rebuilt. You will also not be able to make any
design changes involving the Tree.

When creating replicas of the Tree partition, balance the cost of synchronizing subordinate
references with the number of replicas of the Tree partition.

Replicating for Administration

Because partition changes originate only at the master replica, place master replicas on servers near
the network administrator in a central location. It might seem logical to keep masters at remote sites.
However, master replicas should be where the partition operations will occur.

We recommend that major eDirectory operations, such as partitioning, be handled by one person or
group in a central location. This methodology limits errors that could have adverse effects to
eDirectory operations and provides for a central backup of the master replicas.

The network administrator should perform high-cost activities, such as creating a replica, at times
when network traffic is low.

Managing WAN Traffic

If users currently use a WAN link to access particular directory information, you can decrease access
time and WAN traffic by placing a replica containing the needed information on a server that users
can access locally.

If you are replicating the master replicas to a remote site or are forced to place replicas over the WAN
for accessibility or fault tolerance, keep in mind the bandwidth that will be used for replication.
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Replicas should only be placed in non-local sites to ensure fault tolerance if you are not able to get
the recommended three replicas, increase accessibility, and provide centralized management and
storage of master replicas.

Planning the User Environment

After you have designed the basic structure of the eDirectory tree and have set up partitioning and
replication, you should plan the user environment to simplify management and increase access to
network resources. To create a user environment plan, review the users' needs and create
accessibility guidelines for each area.

Reviewing Users' Needs

When you review users' needs, consider the following:
+ Physical network needs, such as printers or file storage space
Evaluate if resources are shared by groups of users within a tree or shared by groups of users
from multiple containers. Also consider the physical resource needs of remote users.
+ Bindery services needs for users
Consider which applications are bindery-based and who uses them.
+ Application needs

Consider which applications and data files are needed by users, what operating systems exist,
and which groups or users need access to applications. Consider if the shared applications
should be manually or automatically launched by applications such as ZENworks.

Creating Accessibility Guidelines

After you have gathered information about user needs, you should determine the eDirectory objects
that you will use to create the users' environments. For example, if you create policy packages or
Application objects, you should determine how many you will create and where you will allow them to
be placed in the tree.

You should also determine how you will implement security to restrict user access. You should
identify any security precautions related to specific security practices. For example, you could warn
network administrators to avoid granting the eDirectory Supervisor right to Server objects because
this right is inherited by the file system.

Designing eDirectory for e-Business

If you use eDirectory for e-Business, whether you are providing a portal for services or sharing data
with another business, the recommendations already mentioned in this chapter might not apply to
you.

You might want to follow these suggested eDirectory e-business design guidelines instead:

+ Create a tree with a limited number of containers.
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This guideline depends on the applications you use and your implementation of eDirectory. For
example, a global deployment of a messaging server might require the more traditional
eDirectory design guidelines discussed earlier in this chapter. Or, if you are going to distribute
administration of users, you might create a separate Organizational Unit (OU) for each area of
administrative responsibility.

+ Maintain at least two partitions.

Maintain the default partition at the Tree level, and create a partition for the rest of the tree. If you
have created separate OUs for administrative purposes, create partitions for each of the OUs.

If you are splitting the load over multiple servers, consider limiting the number of partitions, but
still maintain at least two for backup or disaster recovery.

+ Create at least three replicas of your tree for fault tolerance and load balancing.

Keep in mind that LDAP does not load balance itself. To balance the load on LDAP, consider
using Layer 4 switches.

+ Create a separate tree for e-Business. Limit the network resources, such as servers and
printers, included in the tree. Consider creating a tree that contains only User objects.

You can use NetlQ Identity Manager to link this user tree to your other trees that contain network
information. For more information, see the NetlQ Identity Manager Setup Guide.

+ Use auxiliary classes to customize your schema.

If a customer or application requires a User object that is different from the standard
inetOrgPerson, use auxiliary classes to customize your schema. Using auxiliary classes allows
application designers to change the attributes used in the class without needing to re-create the
tree.

¢ Increase LDIF-import performance.

When the NetlQ Import Conversion Export utility is used, eDirectory indexes each object during
the process. This can slow down the LDIF-import process. To increase the LDIF-import
performance, suspend all indexes from the attributes of the objects you are creating, use the
NetlQ Import Conversion Export utility, then resume indexing the attributes.

+ Implement globally unigue common names (CN).

eDirectory allows the same CN in different containers. However, if you use globally unique CNs,
you can perform searches on CN without implementing logic for dealing with multiple replies.

Understanding the NetlQ Certificate Server

NetlQ Certificate Server allows you to mint, issue, and manage digital certificates by creating a
Security container object and an Organizational Certificate Authority (CA) object. The Organizational
CA object enables secure data transmissions and is required for Web-related products. The first
eDirectory SP4 server will automatically create and physically store the Security container object and
Organizational CA object for the entire eDirectory tree. Both objects are created and must remain at
the top of the eDirectory tree.

Only one Organizational CA object can exist in an eDirectory tree. After the Organizational CA object
is created on a server, it cannot be moved to another server. Deleting and re-creating an
Organizational CA object invalidates any certificates associated with the Organizational CA.

IMPORTANT: Make sure that the first eDirectory server is the server that you intend to permanently
host the Organizational CA object and that the server will be a reliable, accessible, and continuing
part of your network.
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If this is not the first eDirectory server on the network, the installation program finds and references
the eDirectory server that holds the Organizational CA object. The installation program accesses the
Security container and creates a Server Certificate object.

If an Organizational CA object is not available on the network, Web-related products will not function.

Rights Required to Perform Tasks on NetlQ Certificate
Server

To complete the tasks associated with setting up NetlQ Certificate Server, the administrator needs to
have rights as described in the following table.

NetlQ Certificate Server Task Rights Required

Base security setup for installing the first serverinto a Supervisor right at the root of the tree
new tree or upgrading the first server in a tree where ) ) ) )
there is no base security previously installed Supervisor right on the Security container

Base security setup for installing subsequent servers Supervisor right on the server’s container

Supervisor right on the WO object (located
inside the Security container)

Creating the Organizational CA Supervisor right on the Security container
Creating Server Certificate objects Supervisor right on the server’s container

Read right to the NDSPKI:Private Key attribute
on the Organizational CA’s object

The root administrator can also delegate the authority to use the Organizational CA by assigning the
following rights to subcontainer administrators. Subcontainer administrators require the following
rights to install NetlQ eDirectory with SSL security:

+ Read right to the NDSPKI:Private Key attribute on the Organizational CA’s object, located in the
Security container.
+ Supervisor right to the WO object located in the Security container, inside the KAP object.

These rights are assigned to a group or a role, where all the administrative users are defined. For a
complete list of required rights to perform specific tasks associated with NetlQ Certificate Server, see
Chapter 25, “Understanding the Certificate Server,” on page 625.

Ensuring Secure eDirectory Operations on Linux
Computers
eDirectory includes Public Key Cryptography Services (PKCS), which contains the NetlQ Certificate

Server that provides Public Key Infrastructure (PKI) services, Novell International Cryptographic
Infrastructure (NICI), and SAS-SSL server.

The following sections provide information about performing secure eDirectory operations:

+ “Verifying Whether NICI Is Installed and Initialized on the Server” on page 91
+ “Initializing the NICI Module on the Server” on page 91

+ “Starting the Certificate Server (PKI Services)” on page 91

+ “Stopping the Certificate Server (PKI Services)” on page 91
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+ “Creating an Organizational Certificate Authority Object” on page 92
+ “Creating a Server Certificate Object” on page 92
+ “Exporting an Organizational CA's Self-Signed Certificate” on page 92

For information about using external certificate authority, see Chapter 25, “Understanding the
Certificate Server,” on page 625.

Verifying Whether NICI Is Installed and Initialized on the Server
Verify the following conditions, which indicate that the NICI module has been properly installed and
initialized:

+ Thefile/etc/nici.cfg exists

¢ The directory / var/ novel | / ni ci exists

¢ The file / var/ novel | / nici/prinenici exists

If these conditions are not met, follow the procedure in the next section, “Initializing the NICI Module
on the Server” on page 91.

Initializing the NICI Module on the Server

1 Stop the eDirectory server.
+ On Linux systems, enter
/etcl/init.d/ ndsd stop

IMPORTANT: We recommend you to use ndsmanage to start and stop ndsd.

2 Verify whether the NICI package is installed.
¢ On Linux systems, enter
rpm-qga | grep nici
3 (Conditional) If the NICI package is not installed, install it now.
You will not be able to proceed if the NICI package is not installed.
4 Start the eDirectory server.
¢ On Linux systems, enter:
/etclinit.d/ ndsd start

IMPORTANT: We recommend you to use ndsmanage to start and stop ndsd.

Starting the Certificate Server (PKI Services)

To start PKI services, enter:

npki -1

Stopping the Certificate Server (PKI Services)

To stop PKI services, enter:

npki -u
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Creating an Organizational Certificate Authority Object

1 Launch NetlQ iManager.
2 Log in to the eDirectory tree as an administrator with the appropriate rights.

To view the appropriate rights for this task, see “Creating an Organizational Certificate Authority
Object” (https://www.netig.com/documentation/edir88/crtadmin88/data/fbgccghh.html) in the
NetlQ Certificate Server 3.3 Administration Guide.

3 Click the Roles and Tasks button @
4 Click NetlQ Certificate Server > Configure Certificate Authority.

If no Organizational Certificate Authority object exists, this opens the Create an Organizational
Certificate Authority Object dialog box and the corresponding wizard that creates the object.
Follow the prompts to create the object. For specific information on the dialog box or any of the
wizard pages, click Help.

NOTE: You can have only one Organizational CA for your eDirectory tree. For more information
about creating an Organizational CA, see “Create an Organizational Certificate Authority for Your
Organization” on page 627.

Creating a Server Certificate Object

Server Certificate objects are created in the container that holds the eDirectory Server object.
Depending on your needs, you might create a separate Server Certificate object for each
cryptography-enabled application on the server. Or you might create one Server Certificate object for
all applications used on that server.

NOTE: The terms Server Certificate Object and Key Material Object (KMO) are synonymous. The
schema name of the eDirectory object is NDSPKI:Key Material.

1 Launch NetlQ iManager.
2 Log in to the eDirectory tree as an administrator with the appropriate rights.

To view the appropriate rights for this task, see “Creating a Server Certificate Object” on
page 637.

3 Click the Roles and Tasks button @
4 Click NetlQ Certificate Server > Create Server Certificate.

This opens the Create Server Certificate Wizard. Follow the prompts to create the object. For
specific information on any of the wizard pages, click Help.

Exporting an Organizational CA's Self-Signed Certificate

A self-signed certificate can be used for verifying the identity of the Organizational CA and the validity
of a certificate signed by the Organizational CA.

From the Organizational CA's property page, you can view the certificates and properties associated
with this object. From the Self-Signed Certificate property page, you can export the self-signed
certificate to a file for use in cryptography-enabled applications.
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The self-signed certificate that resides in the Organizational CA is the same as the Trusted Root
certificate in a Server Certificate object that has a certificate signed by the Organizational CA. Any
service that recognizes the Organizational CA’s self-signed certificate as a trusted root will accept a
valid user or server certificate signed by the Organizational CA.

1 In NetlQ iManager, click the Roles and Tasks button @

2 Click Directory Administration > Modify Object.

3 Specify the name and context of an Organizational Certificate Authority object, then click OK.
Organizational Certificate Authority objects are located in Security container.

4 Click the Certificates tab, then click Self-Signed Certificate.

5 Click Export.

This opens the Export Certificate Wizard. Follow the prompts to export the certificate. For
specific information on any of the wizard pages, click Help.

6 On the Export Certificate Summary page, click Save the Exported Certificate to a File.

The certificate is saved to a file and is available to be imported into a cryptography-enabled
application as the trusted root.

7 Click Close.

Include this file in all command line operations that establish secure connections to eDirectory

Synchronizing Network Time

Time synchronization is a service that maintains consistent server time across the network. Time
synchronization is provided by the server operating system, not by eDirectory. eDirectory maintains
its own internal time to ensure the proper order of eDirectory packets, but it gets its time from the
server operating system.

If your network uses Windows or Linux, you should use Network Time Protocol (NTP) to synchronize
the servers, because it is a widely-used standard to provide time synchronization.

NTP

NTP functions as part of the UDP protocol suite, which is part of the TCP/IP protocol suite. Therefore,
a computer using NTP must have the TCP/IP protocol suite loaded. Any computers on your network
with Internet access can get time from NTP servers on the Internet.

NTP synchronizes clocks to the Universal Time Coordinated (UTC) standard, which is the
international time standard.

NTP introduces the concept of a stratum. A stratum-1 server has an attached accurate time piece
such as a radio clock or an atomic clock. A stratum-2 server gets time from a stratum-1 server, and so
on.

For more information on time synchronization software, see The Network Time Protocol (http://
www.ntp.org) Web site.
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Synchronizing Time on Linux Computers

You can use the xntpd Network Time Protocol (NTP) daemon to synchronize time on Linux servers.
xntpd is an operating system daemon that sets and maintains the system time-of-day in synchronism
with Internet standard time servers.

For information on running ntpd on Linux systems, see ntpd - Network Time Protocol (NTP) Daemon
(http://Iwww.eecis.udel.edu/~mills/ntp/html/ntpd.html).

Verifying Time Synchronization

To verify that time is synchronized in the tree, run DSRepair from a server in the Tree that has at least
Read/Write rights to the Tree object.

Windows

1 Click Start > Settings > Control Panel > NetlQ eDirectory Services.
2 Click dsrepair.dlm > Start.
3 Click Repair > Time Synchronization.

Linux

1 Run the following command:

ndsrepair -T
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Managing Objects

NetlQ eDirectory includes NetlQ iManager, a Web-based network management application that lets
you manage the objects in your eDirectory tree. To understand the features and benefits of NetlQ
iManager, see the NetlQ iManager Administration Guide.

Managing eDirectory objects involves creating, modifying, and manipulating objects. For example,
you might need to create user accounts and administer user rights. Use NetlQ iManager to:

*

*

Perform administration basics, such as browsing, creating, editing, and organizing objects.

Create user accounts, including specifying a user's login name and supplying other information
used by eDirectory

Administer rights (assign rights, grant equivalence, block inheritance, and view effective rights).

See “Administering Rights” on page 71 for more information.

Configure role-based administration (define administrator roles for specific administrative
applications through the role-based services object).

This chapter contains information on the following topics:

*

*

*

“General Object Tasks” on page 95
“Managing User Accounts” on page 100
“Configuring Role-Based Services” on page 107

General Object Tasks

This section contains steps for basic tasks you will use when managing your eDirectory tree:

*

*

“Browsing the eDirectory Tree” on page 95
“Creating an Object” on page 98

“Modifying an Object's Properties” on page 98
“Copying Objects” on page 98

“Moving Objects” on page 99

“Deleting Objects” on page 99

“Renaming Objects” on page 99

Browsing the eDirectory Tree

The View Objects button (@) in iManager lets you search or browse for objects in your eDirectory
tree. You can view the structure of your tree and right-click objects to perform tasks. The tasks
available depend on the type of object you select.

The eDirectory Object Selector page in iManager also lets you search or browse for objects. In most
entry fields in iManager, you can specify an object name and context, or you can click the Object
Selector button [&] to search or browse for the object you want. Selecting an object in the eDirectory
Object Selector page inserts the object and the object's context into the entry field.
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This section contains the following information:

¢ “Using the View Object Button” on page 96
+ “Using the Object Selector Button” on page 97

Using the View Object Button

Use the techniques described below to locate the specific objects you want to manage.
+ “Using Browse” on page 96
+ “Using Search” on page 96

Using Browse

1 In iManager, click the View Objects button @
2 Click Browse.
3 Use the following options to browse for an object:

Option Description

£ Lets you move down one level in the tree.

1 Lets you move up one level in the tree.

Context L_ets you specify the name of the container whose contents you want to
view.

To use this option, specify the name of the container you want, then click
Apply.

Name Lets you specify the name of an object.

You can use an asterisk (*) as a wildcard character in this field. For
example, g* finds all objects starting with “g,” such as Germany or Greg,
and *t e finds all entries ending in “te,” such as Kate or Corporate.

To use this option, type the name you want, then click Apply.

Type Lets you specify the type of object you want to search for. The default is
All Available Types.

To use this option, select an object type from the drop-down list, then
click Apply.

4 When you find the object you are looking for, right-click the object, then choose from the list of
available tasks to perform.

Using Search

1 In NetlQ iManager, click the View Objects button @
2 Click Search.
3 In the Context field, specify the name of the container you want to search in.

Click Search Sub-containers to include all subcontainers located within the current container in
the search.
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4 In the Name field, specify the name of the object you want to search for.

You can use an asterisk (*) as a wildcard character in this field. For example, g* finds all objects
starting with “g,” such as Germany or Greg, and *t e finds all entries ending in “te,” such as Kate

or Corporate.

5 Select the type of object you want to search for from the Type drop-down list.

6 Click Search.

7 When you find the object you are looking for, right-click the object, then choose from the list of

available tasks to perform.

Using the Object Selector Button

Use the techniques described below to locate the specific objects you want to manage.

¢ “Using Browse” on page 97

+ “Using Search” on page 97

Using Browse

1 Click the Object Selector button [&] on an iManager property page.

2 Click Browse.

3 Use the following options to browse for an object:

Option Description

£ Lets you move down one level in the tree.

1 Lets you move up one level in the tree.

Look In Specify the name of the container whose contents you want to

Look for Objects Named

view, then click Apply.
Lets you specify the name of an object.

You can use an asterisk (*) as a wildcard character in this field.
For example, g* finds all objects starting with “g,” such as
Germany or Greg, and *t e finds all entries ending in “te,” such as
Kate or Corporate.

To use this option, type the name you want, then click Apply.

Using Search

1 Click the Object Selector button [&] on an iManager property page.

2 Click Search.

3 In the Start Search In field, specify the name of the container you want to search in.

Click Search Sub-containers to include all subcontainers located within the current container in

the search.

4 Inthe Search For Objects Named field, specify the name of the object you want to search for.
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5

You can use an asterisk (*) as a wildcard character in this field. For example, g* finds all objects
starting with “g,” such as Germany or Greg, and *t e finds all entries ending in “te,” such as Kate
or Corporate.

Click Search.

Creating an Object

A W N PP

In iManager, click the Roles and Tasks button .
Click Directory Administration > Create Object.
Select an object from the list of available object classes, then click OK.

Specify the information requested, then click OK.

The information requested depends on the type of object you are creating. Click |#] for more
information.

Click OK.

Modifying an Object's Properties

1
2
3
4

5

In iManager, click the Roles and Tasks button .

Click Directory Administration > Modify Object.

Specify the name and context of the object or objects you want to modify, then click OK.
Edit the property pages you want.

Click [#] for more information on specific property pages.

Click OK.

Copying Objects

This option lets you create a new object with the same attribute values as an existing object, or copy
attribute values from one object to another.

1
2
3
4

In iManager, click the Roles and Tasks button .
Click Directory Administration > Copy Object.
In the Object to Copy From field, specify the name and context of the object you want to copy.
Select one of the following options:
+ Create New Object and Copy Attribute Values
+ Copy Attribute Values to an Existing Object

If you want to copy access control list (ACL) rights to the object you are creating/modifying,
select Copy ACL Rights.

Copying ACL rights can take additional processing time depending upon your system and
networking environment.

Click OK.

Managing Objects



Moving Objects

1 IniManager, click the Roles and Tasks button .
2 Click Directory Administration > Move Object.

3 In the Object Name field, specify the name and context of the object or objects you want to
move.

4 In the Move To field, specify the container you want to move the object or objects to.

5 If you want to create an Alias in the old location for each object being moved, select Create an
Alias in Place of Moved Object.

This allows any operations that are dependent on the old location to continue uninterrupted until
you can update those operations to reflect the new location.

6 Click OK.

Deleting Objects

1 IniManager, click the Roles and Tasks button .

2 Click Directory Administration > Delete Object.

3 Specify the name and context of the object or objects you want to delete.
4 Click OK.

Renaming Objects

In iManager, click the Roles and Tasks button .
Click Directory Administration > Rename Object.
In the Object Name field, specify the name and context of the object you want to rename.

A W N PP

In the New Object Name field, specify the new name for the object.
Do not include the object's context in the New Object Name field.

5 If you want to create an Alias for the object being renamed, select Create an Alias in Place of
Renamed Object.

This allows any operations that are dependent on the old object name to continue uninterrupted
until you can update those operations to reflect the new name.

6 If you want to save the old object name, select Save Old Name.

This saves the old name as an additional (unofficial) value of the Name property. Saving the old
name lets users search for the object based on that name. After renaming the object, you can
view the old name in the Other Name field on the General Identification tab for that object.

7 Click OK.
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Managing User Accounts

Setting up an eDirectory user account involves creating a User object and setting properties to control
login and the user’s network computing environment. You can use a template object to facilitate these
tasks.

You can create login scripts to cause users to be connected automatically to the files, printers, and
other network resources they need when they log in. If several users use the same resources, you
can put the login script commands in container and profile login scripts.

This section contains the following information:

+ “Creating and Modifying User Accounts” on page 100

+ “Setting Up Optional Account Features” on page 101

+ “Setting Up Login Scripts” on page 104

+ “Login Time Restrictions for Remote Users” on page 105

+ “Deleting User Accounts” on page 106

Creating and Modifying User Accounts

A user account is a User object in the eDirectory tree. A User object specifies a user’s login name and
supplies other information used by eDirectory to control the user's access to network resources.

This section contains the following information:

+ “Creating a User Object” on page 100
+ “Modifying a User Account” on page 100
+ “Enabling a User Account” on page 101

+ “Disabling a User Account” on page 101

Creating a User Object

In iManager, click the Roles and Tasks button .
Click Users > Create User.

Specify a user name and a last name for the user.
Specify a container to create the user in.

a A W N P

Specify any additional (optional) information you want, then click OK.

Click [?] for more information on the available options.
6 Click OK.

Modifying a User Account

1 In iManager, click the Roles and Tasks button .
2 Click Users > Modify User.
3 Specify the name and context of the User or Users you want to modify, then click OK.

4 Edit the property pages you want.
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Click [#] for more information on specific properties.
5 Click OK.

Enabling a User Account

1 In iManager, click the Roles and Tasks button .
2 Click Users > Enable Account.

3 Specify the name and context of the User, then click OK.

Disabling a User Account

1 IniManager, click the Roles and Tasks button .
2 Click Users > Disable Account.
3 Specify the name and context of the User, then click OK.

Setting Up Optional Account Features

After creating a User object, you can set up the user’'s network computing environment and
implement extra login security features.

Setting Up a User's Network Computing Environment

In iManager, click the Roles and Tasks button .

Click Users > Modify User.

Specify the name and context of the User or Users you want to modify, then click OK.
On the General tab, select the Environment page.

aa A W N PP

Fill in the property page.
Click [#] for more information on specific properties.
6 Click OK.

Setting Up Extra Login Security for a User

1 IniManager, click the Roles and Tasks button .

2 Click Users > Modify User.

3 Specify the name and context of the User or Users you want to modify, then click OK.
4 On the Restrictions tab, fill in the property pages you want.

Click [#] for details on any page.
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Page

Description

LDAP Attribute

Password Restrictions

Login Restrictions

Time Restrictions

Address Restrictions

Account Balance

Intruder Lockout

Sets up a login password.

+ Enable or disable the account.

+ Limit the number of concurrent login
sessions.

+ Set a login expiration and lockout
date.

Restricts the times when the user can be
logged in. If you set a restriction and the
object is logged in when the restricted time
arrives, the system issues a five-minute
warning and then (after five minutes) logs
the object out if it isn't logged out already.If
the user will log in remotely, see “Login
Time Restrictions for Remote Users” on
page 105.

Restricts the network locations
(workstations) that this user can log in
from. If you don’t set restrictions on this
page, the user can log in from any network
location.

Sets up an accounting of this user's server
usage.

Lets you work with this account if it has
been locked because of intruder detection.
To manage the intruder detection setup,
use the Intruder Detection property page of
the parent container.

passwordRequired
loginDisabled
loginMaximumSimultaneous

loginExpirationTime or
loginGraceLimit

loginAllowedTimeMap

networkAddressRestriction

accountBalance

lockedByIntruder

5 Click OK.

Setting Up Intruder Detection for All Users in a Container

1 In iManager, click the Roles and Tasks button @
2 Click Directory Administration > Modify Object.

3 Specify the name and context of a container object, then click OK.

4 On the General tab, select the Intruder Detection page.

5 Select from the following options:
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Option

Description

Detect Intruders

Incorrect Login Attempts

Intruder Attempt Reset
Interval

Lock Account After Detection

Days, Hours, Minutes

Enables the intruder detection system for the user accounts in the
container.

Specifies the number of consecutive failed login attempts that are
allowed before intruder detection is activated. If a person uses any
of the user accounts in this container to log in and fails
consecutively more than this number of times, intruder detection is
activated. The number is stored in the Login Intruder Limit property
of the container.

Specifies the time span in which consecutive failed logins must
occur for intruder detection to be activated. Enter the number of
days, hours, and minutes.

Specifies whether to disable login if intruder detection is activated
on a user account in this container. If you don’t check this check
box, no action is taken when intruder detection is activated. If you
check this check box and the system locks a user account due to
intruder detection, you can unlock the account by unchecking the
Account Locked check box on the Intruder Lockout property page
of the User object.

These three fields specify the length of time that login is disabled
when intruder detection is activated on a user account in this
container. Enter the number of days, hours, and minutes you want,
or accept the default of 15 minutes. After the specified time
elapses, the system re-enables login for the user account. The
contents of these fields are stored in the Intruder Lockout Reset
Interval property of the container. If the values of these three fields
are specified as zero then the user account is locked indefinitely.

6 Click OK.

Setting Up No Intruder Lock Out Duration

This feature allows you to specify the time during which the account is not locked if a user tries to log
in using the password that was used prior to the current one. If you select the No Intruder Lock Out

option, then Intruder Detection does not come into effect for the duration specified, starting from the
time of the most recent password change.

1 IniManager, click the Roles and Tasks button @
2 Click NMAS > NMAS Login Methods > NDS.

3 In the NDS page, specify the duration for which the user account is not locked, and then click

OK.
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Disabling the Login Time Update Interval

You can specify an interval value to disable the update of the login time attribute of a user. You can
specify the interval value for a user, container, and Login Policy. Security object (LPO), or server. To
enable this feature, the schema needs to be extended using the nmas. sch file.

To specify the interval for a user:

1 IniManager, click the Roles and Tasks button

2 Click NMAS Role > NMAS Users.

3 Specify the name and context of the object to specify the interval.
4

On the General tab, select Other, and then select sasUpdateLoginTimelnterval from unValued
Attributes.

5 Use the arrow button to move sasUpdateLoginTimelnterval from unValued Attributes list to the
Valued Attributes list, as necessary, then click Apply.

To specify the update interval for container and LPO:

In iManager, click the Roles and Tasks button
Click Directory Administration > Modify Object.
Specify the name and context of a container or login policy object, then click OK.

On the General tab, select Other and then select sasUpdateLoginTimelnterval from unValued
Attributes.

5 Use the arrow button to move sasUpdateLoginTimelnterval from unValued Attributes list to the
Valued Attributes list, as necessary, then click Apply.
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Setting Up Login Scripts

A login script is a list of commands that executes when a user logs in. It is typically used to connect
the user to network resources like files and printers. Login scripts execute on the user’s workstation in

the following order:
1. Container login script
2. Profile login script
3. User login script

During login, if the system doesn't find one of these login scripts, it skips to the next one in the list. If
none are found, the system executes a default script that maps a search drive to a folder on the
user’s default server. The default server is set on the Environment property page of the user object.

Creating a Login Script

1 IniManager, click the Roles and Tasks button .
2 Click Directory Administration > Modify Object.
3 Specify the name and context of the object that you want to create the login script on.
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To Have the Login Script Apply To Create It On

One user only The User object
One or more users that haven't been created yet A Template object
All the users in a container The container object
A set of users in one or more containers A Profile object

4 Click OK.

5 On the General tab, select the Login Script page.
6 Enter the login script commands you want.

See the Login Scripts Guide (http://www.novell.com/documentation/linux_client/login/data/
front.html) for more information.

7 Click OK.

Assigning a Profile to a User

Associating a profile with a User object causes the profile’s login script to execute during the user’s
login. Make sure that the user has Browse rights to the Profile object and Read rights to the Login
Script property of the profile object.

See “Viewing Effective Rights to an eDirectory Object or Property” on page 75 for more information.

In iManager, click the Roles and Tasks button @

Click User > Modify User.

Specify the name and context of the User object that you want to create the login script on.
Click OK.

On the General tab, select the Login Script page.
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To associate a profile object with this object, enter the name and context of the profile object in
the Profile field.

7 Click OK.

Login Time Restrictions for Remote Users

On the Time Restrictions property page of a User object, you can restrict the times when the user can
be logged in to eDirectory. By default, there are no login time restrictions.

If you set a login time restriction and the user is logged in when the restricted time arrives, the system
issues a warning to log out within five minutes. If the user is still logged in after five minutes, he or she
is logged out automatically and loses any unsaved work.
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If a user logs in remotely from a different time zone than the server processing the login request, any
login time restrictions that have been set for the user are adjusted for the time difference. For
example, if you restrict a user from logging in Mondays from 1:00 a.m. to 6:00 a.m. and the user logs
in remotely from a time zone that is one hour later than the server, the restriction effectively becomes
2:00 a.m. to 7:00 a.m. for that user.

1 In iManager, click the Roles and Tasks button @

2 Click Users > Modify User.

3 Specify the name and context of the User or Users you want to modify, then click OK.
4 On the Restrictions tab, click Time Restrictions.

5 Select from the following options:

Option Description

Time Grid Each cell in the time grid represents a half hour on a particular
day of the week. Red cells represent restricted times (when
this object cannot be logged in). Gray cells represent
unrestricted times (when the object can be logged in). To
create a time restriction, click the desired times to make them
dark gray. You can also select multiple times by holding down
the Shift key, clicking a cell, then dragging across the
corresponding cells. The login time restrictions you set are
stored in the Login Allowed Time Map property of this object.

Add Time Restrictions To add a time restriction, select a gray cell, then select this
option.

Remove Time Restrictions To remove a time restriction, select a red cell, then select this
option.

Update Click this button to enable the selection.

Reset Click this button to reset the time grid to the way it was before

you opened this property page.

6 Click OK.

Deleting User Accounts

1 IniManager, click the Roles and Tasks button @

2 Click Users > Delete User.

3 Specify the name and context of the User or Users you want to delete.
4 Click OK.
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Configuring Role-Based Services

iManager gives administrators the ability to assign specific responsibilities to users and to present the
user with only the tools (and their accompanying rights) necessary to perform those sets of
responsibilities. This functionality is called Role-Based Services (RBS).

Role-Based Services allows administrators to focus the user on a specified set of functions, called
tasks, and objects as determined by the grouping of tasks called roles. What users see when they
access iManager is based on their role assignments in eDirectory. Only the tasks assigned to that
user are displayed. The user does not need to browse the tree to find an object to administer. The

iManager plug-in for that task presents the necessary tools and interface to perform the task.

You can assign multiple roles to a single user. You can also assign the same role to multiple users.

Role-Based Services is represented by objects defined in eDirectory. The base eDirectory schema
gets extended during the iManager installation. The RBS object types are listed in the following table.

Object

Description

a
uuu rbsCollection

rbsRole

':El rbsModule

rbsTask

A container object that holds all RBS Role and Module objects.

rbsCollection objects are the topmost containers for all RBS objects. A
tree can have any number of rbsCollection objects. These objects have
“owners,” which are users who have management rights over the
collection.

rbsCollection objects can be created in any of the following containers:

+ Country
+ Domain
* Locality
+ Organization
+ Organizational Unit
A container object that specifies the tasks that users (members) are

authorized to perform. Defining a role includes creating an rbsRole object
and specifying the tasks that the role can perform.

Role members can be Users, Groups, Organizations, or Organizational
Units, and they are associated to a role in a specific scope of the tree. The
rbsTask and rbsBook objects are assigned to rbsRole objects.

rbsRole objects can be created only in rbsCollection containers.

A container object that holds rbsTask and rbsBook objects. rbsModule
objects have a module name attribute that represents the name of the
product that defines the tasks or books (for example, eDirectory
Maintenance, NMAS, or NetlQ Certificate Access).

rbsModule objects can be created only in rbsCollection containers.

A leaf object that represents a specific function, such as resetting login
passwords.

rbsTask objects are located only in rbsModule containers.
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Object

Description

Q rbsBook

rbsScope

A leaf object that containing a list of pages assigned to the book. An
rbsBook can be assigned to one or more Roles and to one or more Object
class types.

rbsBook objects are located only in rbsModule containers.

A leaf object used for ACL assignments (instead of making assignments
for each User object). rbsScope objects represent the context in the tree
where a role will be performed and are associated with rbsRole objects.
They inherit from the Group class. User objects are assigned to an
rbsScope object. These objects have a reference to the scope of the tree
that they are associated with.

This object is dynamically created when needed, then automatically
deleted when no longer needed. They are located only in rbsRole
containers.

WARNING: Never change the configuration of a Scope object. Doing so
will have serious consequences and could possibly break the system.

The RBS objects reside in the eDirectory tree as depicted in the following figure.

Figure 3-1 RBS Objects in the eDirectory Tree

Role-Based Services
in eDirectory

Ln]
x| nu Collection

—{H Module

Defining RBS Roles

RBS roles specify the tasks that users are authorized to perform. Defining an RBS role includes
creating an rbsRole object and specifying the tasks that the role can perform and the User, Group, or
container objects that can perform those tasks. In some cases, NetlQ iManager plug-ins (product

packages) provide predefined RBS roles that you can modify.

The tasks that RBS roles can perform are exposed as rbsTask objects in your eDirectory tree. These
objects are added automatically during the installation of product packages. They are organized into
one or more rbsModules, which are containers that correspond to the different functional modules of

the product.

For information on assigning members to a role, see “Assigning RBS Role Membership and Scope”

on page 109.

+ “Creating a Role Object” on page 109
+ “Modifying the Tasks Associated with a Role” on page 109
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+ “Assigning RBS Role Membership and Scope” on page 109
+ “Deleting a Role-Based Services Object” on page 110

Creating a Role Object

Use the Create iManager Role Wizard to create a new rbsRole object. We recommend creating the
new rbsRole object in the same rbsCollection container where the other rbsRole objects reside (for
example, the Role-Based Services Collection container).

In iManager, click the Configure button @

Click Role Based Services > RBS Configuration.

Click the collection in which you want to create a new role.
Click the Role tab.

Click New > iManager Role.
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Follow the instructions in the Create iManager Role Wizard.

See “Defining Custom RBS Tasks” on page 110 for information on adding members to roles.

Modifying the Tasks Associated with a Role

Each RBS role has a set of available tasks associated with it. You can choose which tasks are
assigned to a particular role, adding or removing tasks as necessary.

1 IniManager, click the Configure button @

2 Click Role Based Services > RBS Configuration.

3 Click the collection in which you want to modify a role.

4 Click the Role tab.

5 Click the role you want to modify.

6 (Optional) If you want to add tasks to a role, complete the following steps:
6a Click Add.

6b Use the arrow buttons to move tasks from the All Tasks list to the Assigned Tasks list, as
necessary.

6¢c Click OK, then click OK again.
(Optional) If you want to remove tasks from a role, complete the following steps:

~

7a Select the tasks you want to remove and click Remove.
7b Click OK, then click OK again.
8 When finished, click Close.

Assigning RBS Role Membership and Scope

After you have defined the RBS roles needed in your organization, you can assign members to each
role. In doing so, you specify the scope in which each member can exercise the functions of the role.
The scope is the location or context in the eDirectory tree where this role can be performed.

A user can be assigned to a role in the following ways:

+ Directly
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+ Through group and dynamic group assignments. If a user is a member of a group or a dynamic
group that is assigned to a role, then the user has access to the role.

+ Through organizational role assignments. If a user is an occupant of a organizational role that is
assigned a role, then the user has access to the role.

+ Through container assignment. A user object has access to all of the roles that its parent
container is assigned. This could also include other containers up to the root of the tree.

A user can be associated with a role multiple times, each with a different scope. You can also assign
the same task to multiple members.

To assign role membership and scope:

In iManager, click the Configure button @

Click Role Based Services > RBS Configuration.
Click the collection in which you want to modify a role.
Click the Role tab.

Select the role you want to modify.

Click Actions > Member Associations.
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(Optional) If you want to add a member to the role, complete the following steps:

7a In the Name field, specify the name of the object you want to add (a User, Group, or
Container object) and context.

7b In the Scope field, specify an Organization or Organizational Unit object name and context.
7c Click Add.
8 (Optional) If you want to remove a member from the role, complete the following steps:
8a In the list of current role members, select the member you want to remove.
8b Click Remove.
9 When finished, click OK, then click OK again.
10 Click Close.

Deleting a Role-Based Services Object

In iManager, click the Configure button @

Click Role Based Services > RBS Configuration.

Click the collection in which you want to delete an RBS role.
Click the Role tab.

Select the role you want to modify.

Click Delete.

Click OK.

When finished, click OK.

Click Close.
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Defining Custom RBS Tasks

+ “Creating an iManager Task” on page 111
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“Modify Role Assignment” on page 111
“Deleting a Task” on page 111

Creating an iManager Task
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In iManager, click the Configure button .

Click Role Based Services > RBS Configuration.

Click the collection in which you want to create a new task.

Click the Task tab.

Click New > iManager Task.

Follow the instructions in the Task Builder to create a custom task.

Modify Role Assignment
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In iManager, click the Configure button .

Click Role Based Services > RBS Configuration.

Click the collection in which you want to modify a task.

Click the Task tab.

Select the task you want to modify.

Click Actions > Role Assignment.

Move the roles you want from the Available Roles column to the Assigned Roles column.
Click OK, then click OK again.

Click Close.

Deleting a Task
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In iManager, click the Configure button .

Click Role Based Services > RBS Configuration.
Click the collection in which you want to delete a task.
Click the Task tab.

Select the task you want to delete.

Click Delete.

Click OK.

When finished, click OK.

Click Close.
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Managing Background Process

To cater to large dynamic environments, eDirectory provides optimized background processes and
configuration options to tune your systems appropriate to your environment.

This chapter includes the following topics:

+ “Synchronization” on page 113

+ “Configuring Background Processes” on page 128

Synchronization

Synchronization is the transfer of directory information from one replica to another, so the information
in each patrtition is consistent with the other. eDirectory automatically keeps the servers in the replica
ring synchronized.

Synchronization consists of inbound and outbound synchronization. For example, if the modifications
to data have to be synchronized from serverl and server2, the term outbound refers to the
synchronization process that is sent from serverl to server2. The term inbound refers to the
synchronization process that is received by server2 from serverl.

Figure 4-1 Outbound and Inbound Synchronization

Synchronization

Server 1 Server 1
Synchronization is Outbound Synchronization is Inbound

There are two types of synchronization:

+ Normal Synchronization or Replica Synchronization
¢ Priority Sync

The following table gives you a comparison between normal synchronization and priority sync:

Table 4-1 Comparison between Normal or Replica Synchronization and Priority Sync

Normal Synchronization or Replica Priority Sync
Synchronization

Triggered when there are modifications to data in  Triggered when there are modifications only to the
any of the servers in the replica ring. data that you identify as critical.

For more information, refer to “Normal or Replica  For more information, refer to “Priority Sync” on
Synchronization” on page 116. page 118.
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Normal Synchronization or Replica Priority Sync
Synchronization

After the data is modified, the changes are The changes to the critical data are not buffered.
buffered. Normal synchronization starts after Priority sync starts immediately after the data is
approximately 30 seconds from the time the modified.

modifications are saved.

The most important synchronization in eDirectory. Complementary to normal synchronization. Though

It happens irrespective of whether the the critical attributes are synchronized through

modifications are synchronized by priority sync or priority sync, they are synchronized again through

not. normal synchronization.

Can happen between eDirectory 8.8 servers or Happens only between eDirectory 8.8 and later

across servers hosting earlier versions of servers, holding the same patrtition.

eDirectory.

Never fails due to its feature. If priority sync fails, the modifications to the critical
] ] data are synchronized through normal

For more information, refer to “Features of synchronization.

Synchronization” on page 114.
For more information, refer to “When Can Priority
Sync Fail?” on page 124.

NOTE: The Priority sync information in available in the SYDL or Synchronization Details tags in
ndstrace, dstrace, or iMonitor trace screens.

Features of Synchronization

Synchronization in eDirectory

+ |s transitive.
+ Maintains object transaction model.
+ Has timestamps like transitive vector, local received up to and remote received up to.

Transitive Synchronization
Synchronization in eDirectory is transitive. This means that eDirectory synchronizes the changes to

the data without requiring the eDirectory agent to directly contact and synchronize those changes
with every other agent in the replica ring.
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Figure 4-2 Transitive Synchronization
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For example, if you make a change to data on Server 1, the change is synchronized from Server 1 to
Server 2 and from Server 2 to Server 3. Even if Server 1 could not come into direct contact with
Server 3, because of a problem in communication, it still receives the latest change to the data,
through Server 2. Server 3 lets Server 2 know that it has received the changes. Server 2 in turn tells
Server 1 that Server 3 and itself are synchronized.

Object Transaction Model

Synchronization in eDirectory maintains the object transaction model, a standard for LDAP and
X.500-compliant directories. Object transaction model means that all the previous transactions
should be synchronized before synchronizing the new ones.

For example, you have modifications D1, D2, and D3 to the data on a server. Due to network failure,
these modifications are not synchronized across other servers. If you make another modification D4
on the server, D4 will be synchronized only after D1, D2, and D3 are synchronized across all the
servers in the replica ring.

Transitive Vector

A transitive vector is a time stamp for a replica. It is made up of a representation of the number of
seconds since a common specific point in history (January 1, 1970), the replica number, and the
current event number. Here's an example:s3D35F377 r02 e002

For more information, refer to “Transitive Vectors and the Restore Verification Process” on page 419.
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Local Received Up To

Local Received Up To (LRUT) is the time before which the local replica has received the changes.

For more information, refer to “Browsing Objects in Your Tree” on page 241.

Remote Received Up To

Remote Received Up To (RRUT) is the LRUT of the remote replica.

For more information, refer to “Browsing Objects in Your Tree” on page 241.

Normal or Replica Synchronization

Normal or Replica Synchronization is one of the two synchronization processes in eDirectory. Normal
synchronization synchronizes all the modifications to data on a server with other servers in the replica
ring.

Normal synchronization happens across all servers having any version of eDirectory, having the
same partition.
For more information, refer to “Administering Replicas” on page 147.

You can enable or disable normal synchronization by enabling or disabling outbound and inbound
synchronization in NetlQ iMonitor. Both inbound and outbound synchronizations are enabled by
default. To sync the modifications to data across the other servers through normal synchronization,
you need to configure the synchronization parameters in iMonitor. Refer to “Controlling and
Configuring the DS Agent” on page 237 for more information.

In normal synchronization, when you make any modifications to the data, the changes you make are
buffered before synchronizing them across the servers. You can view the synchronization status in
the servers of your setup in iMonitor. Refer to “Browsing Objects in Your Tree” on page 241 for more
information.

Normal synchronization maintains the object transaction model and is transitive. Refer to “Transitive
Synchronization” and “Object Transaction Model” on page 101 for more information.

Configuring Normal Synchronization

You can configure normal synchronization using Agent Configuration under Agent Synchronization in
iMonitor.

This section provides the following information:

+ “Enabling/Disabling Normal Synchronization” on page 117
+ “Enabling/Disabling Inline Cache” on page 117
+ “Synchronization Threads” on page 117

+ “Synchronization Method” on page 117
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Enabling/Disabling Normal Synchronization

You can enable or disable normal synchronization by enabling or disabling the outbound and inbound
synchronization in iMonitor. Refer to “Controlling and Configuring the DS Agent” on page 237 for
more information.

Outbound synchronization is enabled by default. When you disable this option on a server, the
modifications to the data on this server are not synchronized with other servers. You can specify the
amount of time, in hours, for which you want the outbound synchronization disabled. The default
which is also the maximum time is 24 hours. After the specified time, the modifications to the data on
this server are synchronized with other servers.

Inbound synchronization is enabled by default. When you disable this option for a server, the
modifications to the data on other servers are not synchronized with this server.

Enabling/Disabling Inline Cache

You can enable or disable the Inline Change Cache for a server. You can disable Inline Change
Cache only when Outbound Synchronization is disabled. Enabling Outbound Synchronization also
enables Inline Change Cache.

Disabling Inline Change Cache marks the change cache as invalid for this replica and tags it with an
invalid flag in Agent Configuration > Partitions. Enabling Inline Change Cache removes the invalid
change cache flag when the change cache is rebuilt.

Synchronization Threads

For outbound synchronization, you need to configure the synchronization threads. Using iMonitor,
you can specify the number of synchronization threads using Agent Configuration under Agent
Synchronization.The supported values are 1 to 16. See “Controlling and Configuring the DS Agent”
on page 237 for more information.

Synchronization Method

Normally, eDirectory automatically chooses the method based on the number of replicas and
replication partners. The following are the synchronization methods:

+ By Partition: The modifications to data are synchronized simultaneously with other
replicas.Several threads are used to synchronize the modifications. For example, D1, D2, and
D3 are modifications to data on replica R1, and these have to be synchronized across replicas
R2 and R3, D1, D2, and D3 are simultaneously synchronized with R2 and R3.

+ By Server: Modifications to data are synchronized sequentially. Only one thread is used to sync
the modifications. For example, D1, D2, and D3 are modifications to data on replica R1. These
have to be synchronized across replicas R2 and R3, D1 is first synchronized with R2 and R3.
Then D2 is synchronized with R2 and R3.

+ By Dynamic Adjust: Based on the system resources you have allotted, eDirectory
automatically chooses the synchronization method.

Using iMonitor, you can specify the method of synchronization using Agent Configuration under
Agent Synchronization. For more information, refer to “Controlling and Configuring the DS Agent” on
page 237.

NOTE: In eDirectory9.0 or later, Skulker will immediately start synchronization without any delay soon
after the data transaction completes successfully. This is done without affecting the performance of
LDAP operations. Immediate skulking does not impact the schedule when synchronization is already
in progress.
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Priority Sync

Priority Sync is one of the two synchronization processes in eDirectory. You can use priority sync to
sync your critical data immediately without waiting for normal synchronization.

Priority sync is complimentary to the normal synchronization process in eDirectory. Unlike normal
synchronization, in priority sync, the changes are not buffered before synchronizing them across the
servers. This makes priority sync faster than normal synchronization.

You can sync your critical data through Priority Sync when you cannot wait for normal
synchronization. The Priority Sync process is faster than the normal synchronization process. Priority
Sync is supported only between two or more eDirectory 8.8 or later servers hosting the same
partition.

The following table lists the platforms that support the Priority Sync feature:

Feature List Linux Windows

Priority Sync v v

This section includes the following information:

+ “Need for Priority Sync” on page 118
¢ “Using Priority Sync” on page 119

Need for Priority Sync

Normal synchronization can take some time, during which the modified data would not be available
on other servers. For example, suppose that in your setup you have different applications talking to
the directory. You change your password on Serverl. With normal synchronization, it is some time
before this change is synchronized with Server2. Therefore, a user would still be able to authenticate
to the directory through an application talking to Server2, using the old password.

Figure 4-3 Need for Priority Sync
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In large deployments, when the critical data of an object is modified, changes need to be
synchronized immediately. The Priority Sync process resolves this issue.

Using Priority Sync
To synchronize date modifications through Priority Sync, you need to do the following:
1. Enable Priority Sync, configure the number of threads, and Priority Sync the queue size through
iMonitor.
2. Define Priority Sync policies by identifying the attributes that are critical through iManager.
3. Apply the Priority Sync policies to the partitions through iManager.

Priority sync is enabled by default. Refer to “Enabling and Disabling Inbound and Outbound Priority
Sync” on page 120 for more information.

To sync the modifications to the critical data through priority sync:

1 Specify the number of threads for priority sync.
See “Priority Sync Threads” on page 120 for more information.
2 Specify the priority sync queue size.
See “Priority Sync Queue Size” on page 120 for more information.

3 Create and define a priority sync policy by identifying the critical attributes that you want to sync
as priority.

See “Creating and Defining a Priority Sync Policy” on page 122 for more information.
4 Apply the priority sync policy to one or more partitions.
See “Applying a Priority Sync Policy” on page 123 for more information.
The priority sync process is to sync only the modifications to the critical attributes. Priority sync
maintains the object transaction model. So, if noncritical data is modified and is not yet synchronized,

and if the critical data is changed for the same entry, the noncritical data along with critical data is
synchronized.

For example, a user has the following attributes: Income, Employee No, Address, and Cube No. You
identify Income and Address as critical attributes. Employee No and Cube No are modified but these
modifications are not yet synchronized. When the modifications to Income and Address are
synchronized through priority sync, Employee No and Cube No also get synchronized, though they
are not identified as critical data.

This section provides you the following information:

+ “Enabling and Disabling Inbound and Outbound Priority Sync” on page 120
+ “Priority Sync Threads” on page 120

+ “Priority Sync Queue Size” on page 120

+ “Managing Priority Sync Policies” on page 121

+ “When Can Priority Sync Fail?” on page 124
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Enabling and Disabling Inbound and Outbound Priority Sync

You can enable or disable the inbound and outbound priority sync in eDirectory using iMonitor. Refer
to “Controlling and Configuring the DS Agent” on page 237 for more information.

Inbound priority sync is enabled by default. By disabling the inbound priority sync on a server, the
modifications to the critical data on other servers are not synchronized with this server through priority
sync. However, the modifications are synchronized by the normal synchronization process.

Outbound priority sync is enabled by default. By disabling this option on a server, the modifications to
the critical data on this server are not synchronized with other servers through priority sync. However,
the modifications are synchronized by the normal synchronization process.

Priority Sync Threads

You need to configure the number of threads to be used for outbound priority sync. In iMonitor, you
can specify the number of priority sync threads using Agent Configuration under Agent
Synchronization. For more information, refer to “Controlling and Configuring the DS Agent” on
page 237. The supported values are 1 to 32. The default is 4.

Priority Sync Queue Size

This indicates the maximum number of modified critical entries the queue can hold before
synchronizing them. As soon as you modify the critical entries, they go into the priority sync queue
and are synchronized one after the other. For example, if D1, D2, and D3 are the critical entries that
are modified on serverl and these entries have to be synchronized across server2 and server3
through priority sync, then D1 is first synchronized with server2 and server3. Then D2 is synchronized
with server2 and server3, and later D3 is synchronized with server2 and server3. If an earlier entry in
the queue is not successfully synchronized with one of the servers, it does not affect the
synchronization of the rest of the entries.

Figure 4-4 Priority Sync Queue
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You can specify the priority sync queue size in iMonitor using Agent Configuration under Agent
Synchronization. For more information, refer to “Controlling and Configuring the DS Agent” on
page 237.
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During a priority sync process, if a number of modifications happen at short intervals, the queue
reaches its maximum size then, the queue expires and a new queue is formed. The modifications in
the older queue that are not yet synchronized, will be synchronized by normal synchronization.

The queue size for priority sync can vary from 0 to 232 - 1. By default, this value is 232 - 1. If the
Priority Sync queue size is set to 0, no modifications are synchronized through priority sync. These
modifications are synchronized by normal synchronization.

The value -1 implies unlimited queue size. -1 is 232_1. When a negative value is specified, for
example, -3, it means -3 = -1-2, which is 2%2.1-2.
Managing Priority Sync Policies

You can manage priority sync by creating and defining policies and applying them to partitions
through iManager or LDAP. You define a priority sync policy by identifying the attributes that are
critical.

NOTE: Plug-ins are available only in NetlQ iManager 2.6 and later.

Figure 4-5 Priority Sync process

Create and define Identify
Priority Sync critical
policy attributes

Select
partition(s) to
apply Priority Sync
Policy

Apply
Priority Sync
policy

For example, if the attributes Password and Account Number are critical, you can create a priority
sync policy PS1 that contains these attributes. You can then apply the policy PS1 to a partition P1. If
you change the password or the account number of an entry on a server, the changes are
immediately synchronized with other servers having partition P1.

For priority sync to happen, you need to check if outbound and inbound priority sync are enabled in
iMonitor. Inbound and outbound priority sync are enabled by default. If you disable inbound and
outbound priority sync, the modifications to the data are synchronized by normal synchronization.

For more information, see “Controlling and Configuring the DS Agent” on page 237.
This section provides the following information:

+ “Creating and Defining a Priority Sync Policy” on page 122
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+ “Editing a Priority Sync Policy” on page 122
+ “Applying a Priority Sync Policy” on page 123
+ “Deleting a Priority Sync Policy” on page 124

When you create a child partition, the priority sync policy that is applied to the parent is inherited by
the child partition. When you merge partitions, the priority sync policy of the parent is retained.

Creating and Defining a Priority Sync Policy

You can define a priority sync policy by selecting the attributes either directly or through an object
class. When you select attributes through an object class, all the attributes under the object class are
selected for priority sync. You can choose to select the mandatory or optional attributes for priority
sync.

The priority sync policy can be created anywhere in the eDirectory tree using either iManager or
LDAP.

Using iManager:

Click the Roles and Tasks button .

Click Partition and Replica Management > Priority Sync Policies.

In the Priority Sync Policies Management Wizard, select Create, Edit and Apply policy.
Click Next.

Follow the instructions in the Create Priority Sync Policy Wizard to create the policy.
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Help is available throughout the wizard.
Using LDAP:
To create an empty priority sync policy:
dn: cn=pol i cyl, o=policies
changet ype: add
obj ect cl ass: prsyncpol i cy
To define the priority sync policy by marking the attributes for priority sync:
dn: cn=pol i cy2, o=policies
changet ype: add
obj ect cl ass: prsyncpol i cy
prsyncattri butes: description

In the above example, Description is the attribute marked for priority sync.

Editing a Priority Sync Policy
You can edit a Priority Sync Policy object using iManager or LDAP.
Using iManager

1 Click the Roles and Tasks button .

2 Click Partition and Replica Management > Priority Sync Policies.

3 In the Priority Sync Policies Management Wizard, select Edit policy.
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4 Click Next.
5 Follow the instructions in the Edit Priority Sync Policy Wizard to edit the policy.
Help is available throughout the wizard.

Using LDAP

In the following example, the priority sync policy is modified by marking Surname for priority sync
instead of Description.

dn: cn=pol i cy2, o=policies

changet ype: nodi fy

add: prsyncattributes

prsyncattri but es: surnane

To remove an attribute that is marked priority sync from the priority sync policy:
dn: cn=pol i cy2, o=policies

changet ype: nodi fy

add: prsyncattributes

prsyncattributes: description

In the above example, the attribute Description is removed from the priority sync policy.

Applying a Priority Sync Policy
You can apply one priority sync policy to many partitions, but not more than one policy to a partition.
You can apply a priority sync policy to a partition using either iManager or LDAP.

Using iManager:

1 Click the Roles and Tasks button @
2 Click Partition and Replica Management > Priority Sync Policies.
3 In the Priority Sync Policies Management Wizard, select Create, Edit and Apply policy.
4 Follow the instructions in the Apply Priority Sync policy Wizard to apply the policy.
Help is available throughout the wizard.

Using LDAP:

To apply a priority sync policy to a root partition:

dn:

changet ype: nodi fy

add: prsyncpol i cydn

prsyncpol i cydn: cn=pol i cy2, o=pol i ci es

In the above example, policy?2 is applied to the root partition.
To apply a priority sync policy to a nonroot partition:

dn: o=org
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changet ype: nodi fy

add: prsyncpol i cydn

prsyncpol i cydn: cn=pol i cy2, o=pol i ci es

In the above example, policy2 is applied to the nonroot partition.
To replace a priority sync policy for a nonroot partition:

dn: o=org

changet ype: nodi fy

repl ace: prsyncpol i cydn

prsyncpol i cydn: cn=pol i cyl, o=pol i ci es

In the above example, policy?2 is replaced by policyl.

To disassociate a priority sync policy with a nonroot partition:
dn: o=org

changet ype: nodi fy

del et e: prsyncpol i cydn

In the above example, the priority sync policy is disassociated from the nonroot partition O=0rg.

Deleting a Priority Sync Policy
You can delete a priority sync policy using either iManager or LDAP.

Using iManager:

1 Click the Roles and Tasks button @

2 Click Partition and Replica Management > Priority Sync Policies.

3 In the Priority Sync Policies Management Wizard, select Delete policies.

4 Follow the instructions in the Delete Priority Sync policy Wizard to delete the policy.

Help is available throughout the wizard.
Using LDAP:
dn: cn=pol i cyl, o=policies

changet ype: del ete

NOTE: For more information on creating and managing priority sync policies, see “Using LDAP Tools
on Linux” on page 348 and “NetlQ Import Conversion Export Utility” on page 155.

When Can Priority Sync Fail?

Priority sync can fail under any of the following circumstances:

+ Network failure: Priority sync will not store modifications if it is unable to send them to the remote
server in the case of network failure.
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+ Priority sync queue size reaches its maximum: Priority sync will ignore the changes in the priority
sync queue if the number of entries exceeds the priority sync queue size.

+ Failure in schema synchronization: If the schema is not synchronized, priority sync process will
fail.

+ Object does not exist on other servers: If the creation of the object is itself not synchronized,
priority sync fails.

+ Mixed servers in the replica ring: If you have both eDirectory 8.8 and pre-eDirectory 8.8 servers,
priority sync fails.

When priority sync fails because of any of the above reasons, the changes to the critical data are
synchronized through normal synchronization.

Policy Based Replication

Replication in eDirectory follows a mesh topology, by default. This means that all replicas in a replica
ring can outbound and inbound to each other. The mesh model may not be ideal in all environments.
The Policy Based Replication allows administrators to configure the replication topology for
optimizing the replication traffic.

To configure the replication topology, create a policy file and specify the policy for all the partitions in a
single file and then copy it to the required servers.
On Linux

Create the policy file in XML format and name it as sel ecti vesync. xm and place it along with the
nds. conf file.

The following is a sample XML definition of a policy:
<?xm version="1.0" encodi ng="utf-8" ?>

<Sel ectiveSync  xmns="http://ww. novel | .conl nds"

xm ns: xsi ="http://ww. w3. org/ 2001/ XM_Schema- i nst ance"

xsi : schemaLocation="http://ww. novel | . conl nds

file:/opt/novell/eD rectory/lib64/nds-schema/ xsd/ sel ectivesync.xsd" config-
version="0.1">

<Partition DN=".novell.TREE. ">
<Sour ceServer DN=".serverl.novell.TREE ">
<Syncroni zeTo>. server 2. novel | . TREE. </ Syncr oni zeTo>
</ Sour ceSer ver >
<Sour ceServer DN=".server2.novell.TREE ">
<Syncroni zeTo>. server 3. novel | . TREE. </ Syncr oni zeTo>
</ Sour ceSer ver >
<Sour ceServer DN=".server3.novell.TREE. ">
<Syncroni zeTo>. server 1. novel | . TREE. </ Syncr oni zeTo>
</ Sour ceSer ver >
</Partition>

</ Sel ecti veSync>
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On Windows

Create the policy file in XML format and name it as sel ecti vesync. xnl in the installed location (for
example, C:\ Novel | \ NDS).

The following is a sample XML definition of a policy:
<?xm version="1.0" encodi ng="utf-8" ?>

<Sel ectiveSync xmns="http://ww. novel | .conl nds"
xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance"
xsi : schemaLocation="http://ww. novel | . conl nds

C.\ Novel I \ NDS\ sel ecti vesync. xsd" confi g-version="0.1">

<Partition DN=".novell.TREE ">
<Sour ceServer DN=".serverl. novell.TREE ">
<Syncroni zeTo>. server 2. novel | . TREE. </ Syncr oni zeTo>
</ Sour ceSer ver >
<Sour ceServer DN=".server2.novell.TREE ">
<Syncroni zeTo>. server 3. novel | . TREE. </ Syncr oni zeTo>
</ Sour ceSer ver >
<Sour ceServer DN=".server3.novell.TREE ">
<Syncroni zeTo>. server 1. novel | . TREE. </ Syncr oni zeTo>
</ Sour ceSer ver >
</Partition>
</ Sel ecti veSync>

Note that in Windows there is no file while specifying the xsd path.

Manually Configuring Synchronization Threads

The threads created to replicate to more servers simultaneously can be increased manually by
configuring the maximum number of threads created. This setting is applicable to all the partitions in a
server.

To configure the maximum number of threads created:

1 Log into iMonitor.

2 Goto Agent Configuration > Agent synchronization.

3 Optionally, in the Synchronization Method section, select by server.

4 Inthe System Computed Synchronization Threads section, select disabled.

5 Inthe Max. Manual Setting Synchronization Threads section, set the desired number of threads.
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System Computed Synchronization

In system computed synchronization, the number of skulker threads are calculated using following
two formulas:

¢ In partition mode: Number of skulker threads = Number of partitions on that server
+ In server mode: Number of skulker threads = (Number of servers known to the server + 1)/2

If Max. System Computed Synchronization Threads is disabled, the above two formulas will not be
used. Instead the value specified for Max. Manual Setting Synchronization Threads will be used.

For example, consider a setup with 5 servers and 3 partitions. If you enable Max. System Computed
Synchronization Threads: in partition mode, a server can create a maximum of 3 skulker threads and
in server mode, it can create a maximum of 3 skulker threads. However, when there are a maximum
of 3 skulker threads, one server cannot send updates to the other 4 servers on all partitions in
parallel. In this case, disable Max. System Computed Synchronization Threads, and then increase
the number of skulker threads in Max. Manual Setting Synchronization Threads.

Maximum Number of Skulker Threads

If you set Max. Manual Setting Synchronization Threads to 12, one server can send updates to all
servers on all partitions in parallel. However, this setup cannot create more than 12 skulker threads in
server mode and 3 skulker threads in partition mode even if Max. Manual Setting Synchronization
Threads is set to a higher value than 12.

Configuring Asynchronous Outbound Synchronization

In the previous releases of eDirectory, outbound synchronization from one server to another server
was performed sequentially by a single thread, which took a long time to replicate the changes.

eDirectory includes a thread that analyzes the change cache and prepares the packets to be sent
across to the other server, and then fills a queue of packets. Another thread picks up the packets and
sends them across to the other server one by one. This optimizes the synchronization and reduces
time.

To configure outbound synchronization from one server to another server:

1 Log into iMonitor.
2 Goto Agent Configuration > Background Process Settings.
3 Inthe Asynchronous Outbound Synchronization Settings section, select Enable.

NOTE: Enabling asynchronous outbound synchronization may lead to increased CPU and 1/0O
utilization at the receiving server. To avoid this, you can set a delay in sending the packets by
specifying a delay interval in Async Dispatcher Thread Delay. You can set this delay interval between
0 to 999 milliseconds. The default value is zero milliseconds.
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Configuring Background Processes

You can control the speed of the skulker, purger, and obituary background processes by using any
one of the following settings:

+ CPU - Specifies the maximum percentage of computer resources and the delay between two
executions of the same process (skulker, purger, and obituary).

+ Hard Limit - Specifies a static delay setting for the individual skulker, purger, and obituary
processes.

For information about how to configure background processes, see “Configuring Background
Processes” on page 240.

Hard Limit Policy

The Hard Limit Policy is enabled, by default. The background processes process a certain number of
objects and then sleep for an interval of 100 milliseconds (default value). You can reduce the delay
(sleep) interval to improve the performance of the system. You can increase the CPU utilization, when
the delay is close to 0 milliseconds and if one, or more of these processes are running in the
background. You must monitor and tune it accordingly.

CPU-Based Dynamic Policy

The CPU-based policy allows the system to dynamically tune the delay of the following three
background processes to restrict the maximum CPU utilization:

+ Change cache processing delay (part of outbound synchronization)

+ ObitProc delay (obituary processing)

+ Purger delay (pruning change cache)

The system automatically restricts CPU utilization to the configured level. When the client load is
high, the background processes slow down and when the client load reduces, the speed of the
background processes increase. If you don’t want the background processes to be slow, you can
configure the maximum delay limit by reducing the sleep interval in this policy. However, setting a
small sleep interval can cause breach of CPU restrictions.

Background Process Interval

You can set interval values for the following background processes:

+ Backlink/DRL Interval
¢ Cleaner Interval

¢ Outbound Sync Interval
+ Schema Sync Interval
+ Janitor Interval

¢ Purger Interval
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To configure the background process intervals:

1 Log into iMonitor.
2 Goto Agent Configuration > Background Process Settings.

3 Inthe Background Process Interval section, specify a value for interval.
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Managing the Schema

The schema of your NetlQ eDirectory tree defines the classes of objects that the tree can contain,
such as Users, Groups, and Printers. It specifies the attributes (properties) that comprise each object
type, including those that are required when creating the object and those that are optional.

Each eDirectory object belongs to an object class that specifies which attributes can be associated
with the object. All attributes are based on a set of attribute types that are, in turn, based on a
standard set of attribute syntaxes.

The eDirectory schema not only controls the structure of individual objects, but it also controls the
relationship among objects in the eDirectory tree. The schema rules allow some objects to contain
other subordinate objects. Thus the schema gives structure to the eDirectory tree.

You might need to make changes to your schema as your organization’s informational needs change.
For example, if you never required a fax number on your User object before but you need one now,
you can create a new User class that has Fax Number as a mandatory attribute, then begin using the
new User class to create User objects.

The Schema Management role in NetlQ iManager lets those with the Supervisor right to a tree
customize the schema of that tree and perform the following tasks:

+ View a list of all classes and attributes in the schema.

+ Extend the schema by adding a class or an attribute to the existing schema.

+ Create a class by naming it and specifying applicable attributes, flags, and containers to which it
can be added, and parent classes from which it can inherit attributes.

+ Create an attribute by naming it and specifying its syntax and flags.

+ Add an attribute to an existing class.

+ Delete a class or an attribute that is not in use or that has become obsolete.
+ |dentify and resolve potential problems.

This chapter contains information on the following topics:

+ “Extending the Schema” on page 132

+ “Viewing the Schema” on page 135

+ “Manually Extending the Schema” on page 136

+ “Schema Flags Added in eDirectory 8.7 Onwards” on page 138
+ “Using the Client to Perform Schema Operations” on page 140

For more detailed schema information, see the NetlQ eDirectory Schema Reference (http://
developer.novell.com/documentation/ndslib/schm_enu/data/h4glmnli.html).
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Extending the Schema

You can extend the schema of a tree by creating a new class or attribute. To extend the schema of
your eDirectory tree, you need the Supervisor right to the entire tree.

You can extend the schema by

+ Creating a Class

¢ Deleting a Class

+ Creating an Attribute

+ Adding an Optional Attribute to a Class
+ Deleting an Attribute

You can extend the schema for auxiliary attributes by

¢ Creating an Auxiliary Class

*

Extending an Object with the Properties of an Auxiliary Class

*

Modifying an Object's Auxiliary Properties

*

Deleting Auxiliary Properties from an Object

Creating a Class

You can add a class to your existing schema as your organizational needs change.

1 In NetlQ iManager, click the Roles and Tasks button .

2 Click Schema > Create Class.

3 Follow the instructions in the Create Class Wizard to define the object class.
Help is available throughout the wizard.

If you need to define custom properties to add to the object class, cancel the wizard and define
the custom properties first. See Creating an Attribute for more information.

Deleting a Class

You can delete unused classes that aren’t part of the base schema of your eDirectory tree. iManager
only prevents you from deleting classes that are currently being used in locally replicated partitions.

You might also want to consider deleting a class from the schema in the following instances:

+ After merging two trees and resolving class differences

+ Any time a class has become obsolete

To delete a class:

1 In NetlQ iManager, click the Roles and Tasks button .
2 Click Schema > Delete Class.
3 Select the class you want to delete.

Only the classes that are allowed to be deleted are shown.
4 Click Delete.
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Creating an Attribute

You can define your own custom types of attributes and add them as optional attributes to existing
object classes. You can't, however, add mandatory attributes to existing classes.

NOTE: Due to a replication issue, attributes in eDirectory other than the stream attribute type cannot

contain values larger than 60 KB or 30,000 characters. If a user or application sets the value of a
string or binary attribute and exceeds that limit, eDirectory returns a -649 error indicating that the
value is too long.

To create a new attribute:

1 In NetlQ iManager, click the Roles and Tasks button @
2 Click Schema > Create Attribute.
3 Follow the instructions in the Create Attribute Wizard to define the new attribute.

Help is available throughout the wizard.

Adding an Optional Attribute to a Class

You can add optional attributes to existing classes. This might be necessary if

+ Your organization’s informational needs change.
+ You are preparing to merge trees.

NOTE: Mandatory attributes can only be defined while creating a class.

To add an optional attribute class:

In NetlQ iManager, click the Roles and Tasks button @
Click Schema > Add Attribute.
Select the class you want to add an attribute to, then click OK.
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In the Available Optional Attributes list, select the attributes you want to add, then click = to
add these attributes to the Add These Optional Attributes list.

If you add an attribute by mistake or change your mind, select the attribute in the Add These
Optional Attributes list, then click € to remove it from the list of attributes you want to add.
5 Click OK.

Objects you create of this class will now have the properties you added. To set values for the
added properties, use the generic Other property page of the object.

TIP: You can modify an existing class by using this page to add to the Current Attributes list. You can
remove only attributes you have added prior to clicking OK. You cannot remove any attribute that has

been previously added and saved.
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Deleting an Attribute

You can delete unused attributes that aren’t part of the base schema of your eDirectory tree.
You might also want to delete an attribute from the schema in the following instances:

+ After merging two trees and resolving attribute differences
+ Any time an attribute has become obsolete

To delete an attribute:

1 In NetlQ iManager, click the Roles and Tasks button @
2 Click Schema > Delete Attribute.
3 Select the attribute you want to delete.
Only the attributes that are allowed to be deleted are shown.
4 Click Delete.

Creating an Auxiliary Class

An auxiliary class is a set of properties (attributes) added to particular eDirectory object instances
rather than to an entire class of objects. For example, an e-mail application could extend the schema
of your eDirectory tree to include an E-Mail Properties auxiliary class and then extend individual
objects with those properties as needed.

With Schema Manager, you can define your own auxiliary classes. You can then extend individual
objects with the properties defined in your auxiliary classes.

To create an auxiliary class:

1 In NetlQ iManager, click the Roles and Tasks button @

2 Click Schema > Create Class.

3 Specify a class name and (optional) ASN1 ID, then click Next.

4 Select Auxiliary Class when setting the class flags, then click Next.

5 Follow the instructions in the Create Class Wizard to define the new auxiliary class.

Help is available throughout the wizard.

Extending an Object with the Properties of an Auxiliary
Class

1 In NetlQ iManager, click the Roles and Tasks button @
2 Click Schema > Object Extensions.
3 Specify the name and context of the object want to extend, then click OK.

4 Depending on whether the auxiliary class that you want to use is already listed under Current
Auxiliary Class Extensions, complete the appropriate action:
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Auxiliary Class Action
Already Listed?

Yes Quit this procedure. See “Modifying an Object's Auxiliary Properties” on
page 135 instead.

No Click Add, select the auxiliary class, then click OK.

5 Click Close.
Modifying an Object's Auxiliary Properties

In NetlQ iManager, click the Roles and Tasks button @

Click Directory Administration > Modify Object.

Specify the name and context of the object you want to modify, then click OK.
On the General tab, click the Other page.
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On the screen that appears, set the attribute values you want.
+ Double-click any unvalued attributes to add them to the list of valued attributes.

+ Select a valued attribute, then click Edit to edit the attribute, or Delete to remove the
attribute.

+ You must know the syntax of a property to set it correctly. For more information, see the
NetlQ eDirectory Schema Reference (http://developer.novell.com/documentation/ndslib/
schm_enu/data/h4glmnli.html).

6 Click Apply, then click OK.
Deleting Auxiliary Properties from an Object

In NetlQ iManager, click the Roles and Tasks button @
Click Schema > Object Extensions.
Specify the name and context of the object want to extend, then click OK.
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In the list of current auxiliary class extensions, select the auxiliary class whose properties you
want to delete.

5 Click Remove, then click OK.

This deletes all the properties added by the auxiliary class except for any that the object already
had innately.

6 Click Close.

Viewing the Schema

You can view the schema to evaluate how well the schema meets your organization’s informational
needs. The larger and more complex your organization, the more likely it is that you need to
customize the schema, but even small organizations might have unique tracking needs. Viewing the
schema can help you determine what, if any, extensions you need to make to the base schema.
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Viewing Class Information

The Class Information page in iManager displays information about the selected class and lets you
add attributes. Most of the information displayed on the page was specified when the class was
created. Some of the optional attributes might have been added later.

During class creation, if the class was specified to inherit attributes from another class, the inherited
attributes are classified as they are in the parent class. For instance, if Object Class is a mandatory

attribute for the parent class, then it displays on this screen as a mandatory attribute for the selected
class.

1 In NetlQ iManager, click the Roles and Tasks button @
2 Click Schema > Class Information.

3 Select the class you want information on, then click View.

Click || for more information.

Viewing Attribute Information

1 In NetlQ iManager, click the Roles and Tasks button @
2 Click Schema > Attribute Information.

3 Select the attribute you want information on, then click View.

Click [#]| for more information.

Manually Extending the Schema

You can manually extend the eDirectory schema using files with a . sch extension.
This section contains the following information:

+ “Extending the Schema on Windows” on page 136

+ “Extending the Schema on Linux” on page 137

Extending the Schema on Windows

Use NDSCons. exe to extend the schema on Windows servers. Schema files (*. sch) that come with
eDirectory are installed by default into the C: \ Novel | \ NDS directory.

Click Start > Settings > Control Panel > NetlQ eDirectory Services.

Click install.dIm, then click Start.

Click Install Additional Schema Files, then click Next.

Log in as a user with administrative rights, then click OK.

Specify the schema file path and name.

Click Finish.
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Extending the Schema on Linux

The following sections provide information about extending the schema on Linux computers:

+ “Using the ndssch Utility to Extend the Schema on Linux” on page 137
+ “Extending the RFC 2307 Schema” on page 137

Using the ndssch Utility to Extend the Schema on Linux

In addition to NetlQ iManager, you can use ndssch, the eDirectory schema extension utility, to extend
the schema on Linux computers. The attributes and classes that you specify in the schema file (. sch)
will be used to modify the schema of the tree. The association between the attributes and classes are
created as specified in the . sch file.

Use the following syntax:
ndssch [-h hostnane[:port]] [-t tree_nane] [-F <logfile>] adm n-FDN schenafile...

ndssch [-h hostnane[:port]] [-t tree_nane] [-d] adm n_FDN schenafile
[ schenma_description]...

ndssch Parameter Description

-h host nare Name or IP address of the server that the schema is to be extended on. The
schema of the tree that the specified server belongs to will be extended. This
is an optional parameter if the tree is located on the host whose schema is to
be extended. Otherwise, it is a mandatory parameter.

port The server port.

-t tree_name Name of the tree that the schema is to be extended on. This is an optional
parameter. The default tree name is the one specified in the /et ¢/ opt/
novel | / eDi rect ory/ conf/ nds. conf file. For more information, see
“Configuration Parameters” in the NetlQ eDirectory Installation Guide.

-F logfile Specifies the path name to the ndssch log file.

adm n- FDN Name with the full context of the user with eDirectory administrator rights to
the tree.

schemafile Filename that contains information about the schema to be extended.

-d, When this option is used, every schema file must be followed by a description

schema_description  of the schema file.

Extending the RFC 2307 Schema

The attributes and object classes defined in RFC 2307 (http://www.ietf.org/rfc/rfc2307.txt) are user or
group related and NIS related. The user- or group-related definitions are compiled into the / opt /
novel | /eDirectory/li b/ nds-nodul es/ schema/ r f c2307- user gr oup. sch file. The NIS-related
definitions are compiled into the / opt / novel | / eDi rectory/ | i b/ nds- nodul es/ schema/ r f c2307-
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ni s. sch file. The corresponding files in the LDIF format are also provided (/ opt / novel | /
eDirectory/lib/ nds-nodul es/ schema/rfc2307-usergroup. | dif and/opt/novell/
eDirectory/lib/ nds-mdul es/ schema/rfc2307-nis.|dif respectively).

You can extend the RFC 2307 schema using the ndssch utility or the [dapmodify tool.
+ “Using the ndssch Utility” on page 138
+ “Using the Idapmodify Utility” on page 138

Using the ndssch Utility

Enter one of the following commands:

ndssch -t tree_name adm n- FDN /opt/novel | /eDirectory/li b/ nds-schema/rfc2307-
user group. sch

or

ndssch -t tree_nanme adm n- FDN /opt/novel | /eDirectory/lib/nds-schema/rfc2307-
ni s.sch

Parameter Description

-t Name of the tree on that the schema is to be extended on. This is an optional
parameter. If this parameter is not specified, the tree name is taken from the / et ¢/
opt/ novel | / eDi rect ory/ conf/ nds. conf file.

Using the Idapmodify Utility
Enter one of the following commands:

| dapnodify -h -D -w -f /opt/novell/eDirectory/lib/nds-schema/rfc2307-
usergroup. | dif

or

| dapmodify -h -D -w -f /opt/novell/eDirectory/lib/nds-schema/rfc2307-nis.ldif

Parameter Description

-h | daphost Specifies an alternate host on which the LDAP server is running.

- D bi nddn Uses bi nddn to bind to the X.500 directory. It should be a string-represented DN
as defined in RFC 1779.

-w passwd Uses passwd as the password for simple authentication.

-f file Reads the entry modification information from file instead of from standard input.

Schema Flags Added in eDirectory 8.7 Onwards

The READ_FILTERED and BOTH_MANAGED schema flags were added to eDirectory 8.7 and

above.

READ_FILTERED is used to indicate that an attribute is an LDAP OPERATIONAL attribute. LDAP
uses this flag when it requests to read the schema to indicate that an attribute is “operational.” Some

internally defined schema attributes now have this flag set. The LDAP “operational” definition
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includes three schema flags. In addition to the new READ_FILTERED flag, the other existing flags
that are used to indicate “operational” are the READ_ONLY flag and the HIDDEN flag. If any of these
flags is present on a schema definition, LDAP treats the attribute as “operational” and will not return
that attribute unless specifically requested to do so.

BOTH_MANAGED is a new security rights enforcement mechanism. It is only meaningful on an
attribute of Distinguished Name syntax. If set on such an attribute, it will require that the requesting
connection have rights on both the target object and attribute and the object being referenced by the
target attribute. This is an expansion of the current WRITE_MANAGED flag functionality. This flag is
not currently set on any base schema attributes. This new security behavior will only occur on an
eDirectory 8.7.x server or later versions, so for consistent behavior relating to this flag, the entire tree
must be upgraded to eDirectory 8.7 or later versions of eDirectory.

Because only an eDirectory 8.7.x (or later versions) server will recognize these new flags, they can
be set only on a schema definition by an eDirectory 8.7.x (or later versions) server which holds a copy
of the root partition (because only servers holding root can do schema modifications). The normal
installation of a new server or upgrading an existing server that doesn’t hold the root partition will not
successfully add these new flags to the schema in your tree.

If you want either of these new features enabled in your tree, you need to ensure that the schema is
successfully extended to add these new flags. There are two ways to do this. The first option is to
choose a server that holds a writable copy of the root partition to be upgraded to eDirectory 8.7 or
later. This will automatically extend the schema correctly with the new flags.

The second option is more involved and contains the following steps:

1 Install a new 8.7.x (or later version) server or upgrade any existing server in the tree. This server
does not need to hold a copy of [Root].
2 Manually add a copy of the root partition to this new server.

3 Rerun the appropriate schema extension files on that server to extend the schema:

Platform Instructions
Windows Load i nstal | . dl m then click Install Additional Schema Files.
Linux Use the ndssch utility. See “Using the ndssch Utility to Extend the

Schema on Linux” on page 137 for more information.

4 Install the new schema files you choose that have these new flags set.
5 (Optional) After the schema has synchronized, you can remove the root replica from this server.

NOTE: These new schema flags enable optional features. If you don’t need or want the new
functionality, the absence of these new flags on the schema definitions will not cause any problems in
the normal operation of eDirectory in your tree. In the case of the READ_FILTERED flag, it would not
be present on some attribute definitions. Therefore, an LDAP read request for all attributes of an
object might get some extra data it would not otherwise have received. Some attributes will still be
treated as operational anyway because of the presence of the READ_ONLY or HIDDEN flag. The
BOTH_MANAGED flag is intended only to be enabled on fully upgraded trees, because consistent
operation of this feature can be achieved only in that environment.

Managing the Schema 139



140

Using the Client to Perform Schema Operations

The eDirectory Management Toolbox (eMBox) Client is a command line Java client that gives you
remote access to DSSchema operations. You can use the DSSchema eMTool to synchronize
schema, import remote schema, declare a new schema epoch, reset the local schema, and perform a
global schema update (operations normally performed using DSRepair. For more information, see
“Maintaining the Schema” on page 324.).

The enmboxcl i ent . j ar file is installed on your server as part of eDirectory. You can run it on any
machine with a JVM. For more information on the Client, see “Using the Command Line Client” on
page 542.

Using the DSSchema eMTool

1 Run the Client in interactive mode by entering the following at the command line:
java -cp path_to_the_file/enboxclient.jar -i
(If you have already put the emboxcl i ent . j ar file in your class path, you only need to enter
java -i.)

The Client prompt appears:
dient>
2 Log in to the server you want to repair by entering the following:

| ogi n -sserver_nane_or _| P_address -pport_nunber
- uuser nane. cont ext -wpassword -n

The port number is usually 80 or 8028, unless you have a Web server that is already using the
port. The - n option opens a nonsecure connection.

The Client indicates whether the login is successful.
3 Enter a repair command, using the following syntax:

dsschema. task options

For example:

dsschema. r st requests the master replica of the root of the tree to synchronize its schema to
this server.

dsschema.irs -n M/Tree imports remote schema from the tree named MyTree.
A space must be between each switch. The order of the switches is not important.
The Client will indicate whether the repair is successful.

See “DSSchema eMTool Options” on page 141 for more information on the DSSchema eMTool
options.

4 Log out from the Client by entering the following command:
| ogout
5 Exit the Client by entering the following command:

exit
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DSSchema eMTool Options

The following tables lists the DSSchema eMTool options. You can also use the li st -t dsschema
command in the Client to list the DSSchema options with details. See “Listing eMTools and Their
Services” on page 545 for more information.

Option Description

rst Synchronizes the schema of the master replica of the root of the tree to this
server.

irs -ntree_name Imports remote schema from another tree.

dse Declares a new schema epoch on the server that holds the master replica of
root.

rl's Resets the local schema with a copy from the server with the master replica of

the root partition.
gsu Performs a global schema update.

scc Adds schema circular containment rules for the Domain class.
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Managing Partitions and Replicas

Partitions are logical divisions of the NetlQ eDirectory database that form a distinct unit of data in the
eDirectory tree for administrators to store and replicate eDirectory information. Each partition consists
of a container object, all objects contained in it, and the information about those objects. Partitions do
not include any information about the file system or the directories and files contained there.

Instead of storing a copy of the entire eDirectory database on each server, you can make a copy of
the eDirectory partition and store it on many servers across the network. Each copy of the partition is

known as a replica. You can create any number of replicas for each eDirectory partition and store

them on any server. The types of replicas include master, read/write, read-only, subordinate
references, filtered read/write, and filtered read-only.

The following table describes the replica types.

Replica

Description

Master, read/write, and read-only
Subordinate references

Filtered replicas

Read/write filtered replicas

Read-only filtered replicas

Contain all objects and attributes for a particular partition.
Used for tree connectivity.

Contains a subset of information from the entire partition, consisting
of only the desired classes and attributes—which are defined by the
server's replication filter. This filter is used to identify the classes and
attributes allowed to pass during inbound synchronization and local
changes.

Filtered replicas allow administrators to create sparse and fractional
replicas.

+ Sparse replicas contain only the object classes that you
specify.
* Fractional replicas contain only the attributes you specify.

The functionality of filtered replicas enables fast response when the
data stored in eDirectory is procured by applications. Filtered
replicas also allow more replicas to be stored on a single server.

Allows local modifications to classes and attributes that are a subset
of the server's replication filter. However, these replicas can create
objects only if all mandatory attributes for the class are within the
replication filter.

Does not allow local modifications.

This chapter describes how to manage partitions and replicas.

+ “Creating a Partition” on page 144

+ “Merging a Partition” on page 144

+ “Moving Partitions” on page 145

+ “Cancelling Create or Merge Partition Operations” on page 147

+ “Administering Replicas” on page 147
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+ “Setting Up and Managing Filtered Replicas” on page 150

+ “Viewing Partitions and Replicas” on page 153

Creating a Partition

When you create partitions, you make logical divisions of your tree. These divisions can be replicated
and distributed among different eDirectory servers in your network.

When you create a new patrtition, you split the parent partition and end up with two partitions. The new
partition becomes a child partition, as seen in the following illustration.

Figure 6-1 Before and After a Partition Split

Sk

For example, if you choose an Organizational Unit and create it as a new partition, you split the
Organizational Unit and all of its subordinate objects from its parent partition.

The Organizational Unit you choose becomes the root of a new partition. The replicas of the new
partition exist on the same servers as the replicas of the parent, and objects in the new partition
belong to the new partition’s root object.

Creating a partition might take some time, because all of the replicas need to be synchronized with
the new partition information. If you attempt another partition operation while a partition is still being
created, you receive a message telling you that the partition is busy.

You can look at the replica list for the new partition and know that the operation is complete when all
replicas in the list are in an On state. You must manually refresh the view periodically because the
states are not automatically refreshed.

To create a partition:

1 IniManager, click the Roles and Tasks button @
2 Click Partition and Replica Management > Create Partition.

3 Specify the name and context of the container you want to create a new partition from, then click
OK.

Merging a Partition

When you merge a partition with its parent partition, the chosen partition and its replicas combine with
the parent partition. You do not delete partitions — you only merge and create partitions to define how
the directory tree is split into logical divisions, as shown in the following illustration.
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Figure 6-2 Before and After a Partition Merge
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There are several reasons you might want to merge a partition with its parent:

+ The directory information in the two partitions is closely related.
+ You want to delete a subordinate partition, but you don’t want to delete the objects in it.
+ You're going to delete the objects in the partition.

+ You want to delete all replicas of the partition. Merging a partition with its parent is the only way
to delete the partition’s master replica.

+ After moving a container, which must be a partition root with no subordinate partitions, you don’t
want the container to be a partition anymore.

+ You experience changes in your company organization, so you want to redesign your directory
tree by changing the partition structure.

Consider keeping partitions separate if the partitions are large and contain hundreds of objects,
because large partitions slow down network response time.

The root-most partition in the tree cannot be merged because it is the top partition and has no parent
partition to merge with.

The partition is merged when the process is completed on the servers. The operation could take
some time to complete depending on partition sizes, network traffic, server configuration, etc.

IMPORTANT: Before merging a partition, check the partition synchronization of both partitions and fix
any errors before proceeding. By fixing the errors, you can isolate problems in the directory and avoid
propagating the errors or creating new ones.

Make sure all servers that have replicas (including subordinate references) of the partition you want
to merge are up before attempting to merge a patrtition. If a server is down, eDirectory won't be able
to read the server’s replicas and won'’t be able to complete the operation.

If you receive errors in the process of merging a partition, resolve the errors as they appear. Don't try
to fix the error by continuing to perform operations—doing so only results in more errors.

To merge a child partition with its parent partition:

1 IniManager, click the Roles and Tasks button @
2 Click Partition and Replica Management > Merge Partition.

3 Specify the name and context of the partition you want to merge with its parent partition, then
click OK.

Moving Partitions

Moving a partition lets you move a subtree in your directory tree. You can move a partition root object
(which is a container object) only if it has no subordinate partitions.
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Figure 6-3 Before and After a Partition Move

Befors After

s

When you move a partition, you must follow eDirectory containment rules. For example, you cannot
move an Organizational Unit directly under the root of the current tree, because the root’s
containment rules allow Locality, Country, or Organization, but not Organizational Unit.

When you move a partition, eDirectory changes all references to the partition root object. Although
the object’'s common name remains unchanged, the complete name of the container (and of all its
subordinates) changes.

When you move a partition, you should choose the option to create an Alias object in place of the
container you're moving. Doing so allows users to continue to log in to the network and find objects in
the original directory location.

The Alias object that is created has the same common name as the moved container and references
the new complete name of the moved container.

IMPORTANT: If you move a partition and do not create an Alias object in place of the moved
partition, users who are unaware of the partition’s new location cannot easily find that partition’s
objects in the directory tree, because they look for them in their original directory location.

This might also cause client workstations to fail at login if the workstation NAVE CONTEXT parameter is
set to the original location of the container in the directory tree.

Because the context of an object changes when you move it, users whose name context references
the moved object need to update their NAVE CONTEXT parameter so that it references the object’s new
name.

To automatically update users’ NAME CONTEXT after moving a container object, use the NCUPDATE
utility.

After moving the patrtition, if you don’t want the partition to remain a partition, merge it with its parent
partition.

Make sure your directory tree is synchronizing correctly before you move a partition. If you have any
errors in synchronization in either the partition you want to move or the destination partition, do not
perform a move partition operation. First, fix the synchronization errors.

To move a partition:

In iManager, click the Roles and Tasks button @

Click Partition and Replica Management > Move Partition.

Specify the name and context of the partition object you want to move in the Object Name field.
Specify the container name and context you want to move the partition to in the Move To field.
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If you want to create an Alias in the old location for the partition being moved, select Create an
Alias in Place of Moved Object.
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This allows any operations that are dependent on the old location to continue uninterrupted until
you can update those operations to reflect the new location.

6 Click OK.

Cancelling Create or Merge Partition Operations

You can cancel a Create or Merge partition operation if the operation has not yet progressed past the
stage at which the change is committed. Use this feature to back out of an operation, or if your
eDirectory network returns eDirectory errors or fails to synchronize following a partition operation.

If replicas in your directory tree experience synchronization errors, an abort operation might not
always solve the problem. However, you can use this feature as an initial troubleshooting option.

If a partition operation cannot be completed because a server is down (or otherwise unavailable),
either make the server visible to the network so the operation can complete or attempt to abort the
operation. If eDirectory cannot synchronize because the database is corrupted, you should abort any
partition operation in progress.

Partition operations can take considerable time to fully synchronize across the network, depending on
the number of replicas involved, the visibility of servers involved, and the existing wire traffic.

If you get an error that says a patrtition is busy, it doesn’'t mean that you should abort the operation.
You can usually expect partition operations to complete within 24 hours depending on the size of the
partition, connectivity issues, etc. If a particular operation fails to complete within this time frame, you
should then attempt to abort the operation in progress.

Administering Replicas

Before you add or delete a replica, or change replica type, carefully plan target replica locations. See
“Guidelines for Replicating Your Tree” on page 85.

Adding a Replica

Add a replica to a server to provide your directory with

*

Fault tolerance
+ Faster access to data
+ Faster access across a WAN link

+ Access to objects in a set context (using bindery services)

To add a replica:

In iManager, click the Roles and Tasks button @

Click Partition and Replica Management > Replica View.

Specify the name and context of the partition or server you want to replicate, then click OK.
Click Add Replica.

Specify the partition or server name and context.

o 01 A W N P

Choose one of the following replica types:
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Replica Type Description

=) Users will be able to both read and modify the contents of the new
B’ Read-Write replica. Select this option if there are no modifiable replicas close
enough to the users who manage the eDirectory objects in this partition.

: Users will be able to read but not modify the contents of the new replica.
B" Read-Only Select this option if there are no replicas close enough to the users who
read but don't modify the eDirectory objects in this partition.

pil Users will be able to both read and modify the contents of the new
E’ Filtered Read-Write replica, and the contents will be limited to the types of eDirectory objects
and properties specified in a filter.

Users will be able to read but not modify the contents of the new replica,
B Filtered Read-Only  and the contents will be limited to the types of eDirectory objects and
properties specified in a filter.

7 Click OK.

For more information, see “Replica Types” on page 60.

Deleting a Replica

Deleting a replica removes the replica of the partition from a server.

If you want to remove a server from the directory tree, you can delete replicas from the server before
removing the server. Deleting the replicas reduces the chance of having problems when removing the
server.

You can also reduce synchronization traffic on the network by removing replicas. Keep in mind that
you probably don’t want more than six replicas of any partition.

You cannot delete a master replica or a subordinate reference.
If the replica you want to delete is a master, you have two options:
+ Go to a server with another replica of the partition and make it the new master replica
This automatically changes the original master replica to a read/write replica, which you can then
delete.

+ Merge the partition with its parent partition

This merges the replicas of the partition with those of its parent and removes them from the
servers they reside on. Merging removes partition boundaries, but not the objects. The objects
continue to exist on each server which held a replica of the “joined” partition.

When you delete replicas, keep the following guidelines in mind:
+ For fault tolerance, you should maintain at least three replicas of each partition on different
servers.
+ Deleting a replica deletes a copy of part of the directory database on the targeted server.

The database can still be accessed on other servers in the network, and the server that the
replica was on still functions in eDirectory.

You cannot delete or manage subordinate reference replicas. They are created automatically on
a server by eDirectory when the server contains a replica of a partition but not of that partition’s
child.

Managing Partitions and Replicas



To delete a replica:

1 IniManager, click the Roles and Tasks button @
2 Click Partition and Replica Management > Replica View.

3 Specify the name and context of the partition or server that holds the replica you want to delete,
then click OK.

4 Click |¥] to the left of the replica you want to delete.
5 Click OK.

Changing a Replica Type

Change a replica type to control access to the replica information. For example, you might want to
change an existing read/write replica to a read-only replica to prevent users from writing to the replica
and modifying directory data.

You can change the type of a read/write or a read-only replica. You cannot change the type of a
master replica, but a read/write or read-only can be changed to a master, which automatically
changes the original master to a read/write replica.

Most replicas should be read/write. Read/write replicas can be written to by client operations. They
send out information for synchronization when a change is made. Read-only replicas cannot be
written to by client operations. However, they are updated when the replicas synchronize.

You cannot change the replica type of a subordinate reference. To place a replica of a partition on a
server which currently has a subordinate reference requires an Add replica operation. A subordinate
reference replica is not a complete copy of a partition. The placement and management of
subordinate reference replicas is handled by eDirectory. They are created automatically on a server
by eDirectory when the server contains a replica of a partition but not of that partition’s child.

To change a replica type:

1 In iManager, click the Roles and Tasks button @
2 Click Partition and Replica Management > Replica View.

3 Specify the name and context of the partition or server that holds the replica you want to change,
then click OK.

4 Click the replica type (in the Type column) of the replica you want to change.
5 Select a new replica type, then click OK.
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Replica Type Description

Users can both read and modify the contents of this replica, and the

S;' Master replica is the starting point for any future partitioning activity that affects
this partition, such as creating or merging a subpartition. Only one
master replica is allowed per partition.

=l Users can both read and modify the contents of the new replica. Select
B’ Read-Write this option if there are no modifiable replicas close enough to the users
who manage the eDirectory objects in this partition.

: Users can read but not modify the contents of the new replica. Select
B’ Read-Only this option if there are no replicas close enough to the users who read
but don’t modify the eDirectory objects in this partition.

4 Users can both read and modify the contents of the new replica, and the
B Filtered Read-Write contents are limited to the types of eDirectory objects and properties
specified in a filter.

Users can read but not modify the contents of the new replica, and the

- L . . .

B Filtered Read-Only ~ contents are limited to the types of eDirectory objects and properties
specified in a filter.

6 Click OK.

For more information, see “Replica Types” on page 60.

Setting Up and Managing Filtered Replicas

Filtered replicas maintain a filtered subset of information from an eDirectory partition (objects or
object classes along with a filtered set of attributes and values for those objects).

Administrators generally use the filtered replica capability to create an eDirectory server that holds a
set of filtered replicas that contain only specific objects and attributes that they want synchronized.

To do this, iManager provides tools to create a filtered replica partition scope and filter. A scope is
simply the set of partitions where you want replicas placed on a server. A replication filter contains the
set of eDirectory classes and attributes you want to host on a server's set of filtered replicas. The
result is an eDirectory server that can house a well-defined data set from many partitions in the tree.

The descriptions of the server’s partition scope and replication filters are stored in eDirectory, and
they can be managed through the Server object or the Partition and Replicas role in iManager.

+ “Using the Filtered Replica Wizard” on page 150
+ “Defining a Partition Scope” on page 151
+ “Setting Up a Server Filter” on page 152

Using the Filtered Replica Wizard

The Filtered Replica Wizard guides you step-by-step through the setup of a server’s replication filter
and partition scope.

1 IniManager, click the Roles and Tasks button @
2 Click Partition and Replica Management > Filtered Replica Wizard.
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3 Specify the server that you want to configure a filtered replica on, then click Next.

4 To define the classes and attributes for a filter set on the selected server, click Define the Filter
Set.

The replication filter contains the set of eDirectory classes and attributes you want to host on this
server's set of filtered replicas. For more information on defining a filter set, see “Setting Up a
Server Filter” on page 152.

5 Click Next.
6 To define the partition scope for this server, click Define the Partition Scope.

For more information on partition scopes, see “Defining a Partition Scope” on page 151.
7 Click Next, then click Finish.

Defining a Partition Scope

A patrtition scope is the set of partitions where you want replicas placed on a server. The Replica View
page in iManager provides a view of the hierarchy of partitions in the eDirectory tree. You can select
individual partitions, a set of partitions of a given branch, or all of the partitions in the tree. You can
then select the type of replicas of these partitions you want added to the server, or change existing
replica types.

A server can hold both full replicas and filtered replicas. For more information, see “Filtered Replicas”
on page 63.

Viewing Replicas on an eDirectory Server

1 In iManager, click the Roles and Tasks button .
2 Click Partition and Replica Management > Replica View.

3 Specify the name and context of server you want to view, then click OK to view the list of replicas
on this server.

Adding a Filtered Replica to an eDirectory Server

In iManager, click the Roles and Tasks button .

Click Partition and Replica Management > Replica View.

Specify the name and context of server you want to add a filtered replica to, then click OK.
Click Add Replica.

Specify the partition name and context.

Click Filtered Read-Write or Filtered Read-Only, then click OK.
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Changing a Full Replica into a Filtered Replica

1 IniManager, click the Roles and Tasks button .
2 Click Partition and Replica Management > Replica View.

3 Specify the name and context of the partition or server that holds the replica you want to change,
then click OK.
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4 Click the replica type (in the Type column) of the replica you want to change.
5 Click Filtered Read-Write or Filtered Read-Only, then click OK.

Setting Up a Server Filter

A server replication filter contains the set of eDirectory classes and attributes you want to host on a
server's set of filtered replicas. You can set up a filter from any Server object. For filtered replicas, you
can have only one filter per server. This means that any filter defined for an eDirectory server applies
to all filtered replicas on that server. The filter, however, does not apply to full replicas.

A server's filter man be modified if required, but the operation generates a resynchronization of the
replica and can thus be time consuming. Careful planning of the server's function is recommended.

You can set up or modify a server filter in either of the following ways:

+ “Using the Replica View” on page 152
+ “Using the Server Object” on page 152

Using the Replica View

1 IniManager, click the Roles and Tasks button @
2 Click Partition and Replica Management > Replica View.

3 Specify the name and context of the partition or server that holds the replica you want to change,
then click OK.

4 Click Edit in the Filter column for the server or partition you want to modify.
5 Add the classes and attributes you want, then click OK.
6 Click Done.

Using the Server Object

1 IniManager, click the Roles and Tasks button @
2 Click Directory Administration > Modify Object.

3 Specify the name and context of the server that holds the replica you want to change, then click
OK.

4 Click the Replica tab.

5 If no filter has been defined for this server, click The Filter is Empty to open the Edit Filter Dialog
window, then add the classes and attributes you want.

or

Click Copy Filter From to browse for an object (such as another server) whose filter you want to
copy.

6 To edit an existing filter, click any hyperlinked item in the filter to open the Edit Filter Dialog
window, then add or remove the classes and attributes you want.
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Viewing Partitions and Replicas

This section contains the following information:

+ “Viewing the Partitions on a Server” on page 153

+ “Viewing a Partition’s Replicas” on page 153

+ “Viewing Information about a Partition” on page 153
+ “Viewing Partition Hierarchy” on page 154

+ “Viewing Information about a Replica” on page 154

Viewing the Partitions on a Server

You can use NetlQ iManager to view which partitions are allocated to a server. You might want to
view the partitions stored on a server if you are planning to remove a Server object from the directory
tree. In this case, you can view the replicas you need to remove before removing the object.

1 In iManager, click the Roles and Tasks button .
2 Click Partition and Replica Management > Replica View.

3 Enter the name and context of a Server object, then click OK.

Viewing a Partition’s Replicas
This operation lets you identify

+ Which servers the partition’s replicas reside on
+ Which server hosts the master replica of the partition

*

Which servers have read/write, read-only, and subordinate reference replicas of the partition

*

The state of each of the partition’s replicas

To view a partition's replicas:

1 In iManager, click the Roles and Tasks button .
2 Click Partition and Replica Management > Replica View.

3 Enter the name and context of a partition, then click OK.

Viewing Information about a Partition

The most significant reason to view information about a partition is to see its synchronization
information (last successful synchronization and last attempted synchronization).

1 IniManager, click the Roles and Tasks button .
2 Click Partition and Replica Management > View Partition Information.

3 Enter the name and context of a partition, then click OK.
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Viewing Partition Hierarchy

You can easily view the partition hierarchy in iManager. You can expand container objects to view
which partitions are parent, and which are child partitions.

Each container representing the root of a partition is marked with the following icon: -k.

Viewing Information about a Replica

The most significant reason to view information about a replica is to see its state. An eDirectory
replica can be in various states depending on the partition or replication operations it is undergoing.
The following table describes the replica states that you might see in iManager.

State Means That the Replica Is

On Currently not undergoing any partition or replication operations
New Being added as a new replica on the server

Dying Being deleted from the server

Dead Done being deleted from the server

Master Start Being changed to a master replica

Master Done Done being changed to a master replica

Change Type Being changed to a different type of replica

Locked Locked in preparation for a partition move or repair operation

Transition Move Starting into a partition move operation

Move In the midst of a partition move operation

Transition Split Starting into a partition split operation (creation of a child partition)
Split In the midst of a partition split operation (creation of a child partition)
Join Being merged into its parent partition

Transition On About to return to an On state

Unknown In a state not known to iManager

To view information about a replica:

1 IniManager, click the Roles and Tasks button @
2 Click Partition and Replica Management > Replica View.

3 Enter the name and context of a partition or server, then click OK.
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NetlQ eDirectory Management Utilities

This chapter contains information on the following NetlQ eDirectory utilities:

+ “NetlQ Import Conversion Export Utility” on page 155
+ “Index Manager” on page 193

+ “eDirectory Service Manager” on page 195

+ “Offline Bulkload Utility” on page 197

+ “LDIF Files” on page 205

NetlQ Import Conversion Export Utility

The NetlQ Import Conversion Export utility lets you

+ Import data from LDIF files to an LDAP directory.

¢ Export data from the LDAP directory to an LDIF file.

+ Migrate data between LDAP servers.

+ Perform a schema compare and update.

+ Load information into eDirectory using a template.

¢ Import schema from SCH files to an LDAP directory.
The NetlQ Import Conversion Export utility manages a collection of handlers that read or write data in
a variety of formats. Source handlers read data, and destination handlers write data. A single

executable module can be both a source and a destination handler. The engine receives data from a
source handler, processes the data, then passes the data to a destination handler.

For example, if you want to import LDIF data into an LDAP directory, the NetlQ Import Conversion
Export engine uses an LDIF source handler to read an LDIF file and an LDAP destination handler to
send the data to the LDAP directory server. For more information on LDIF file syntax, structure, and
debugging, see Appendix |, “Troubleshooting,” on page 821.

You can run the NetlQ Import Conversion Export client utility from the command line or from the
Import Convert Export Wizard in NetlQ iManager. The comma-delimited data handler, however, is
available only in the command line utility and NetlQ iManager.

You can use the NetlQ Import Conversion Export utility in any of the following ways:

+ “Using the NetlQ iManager Import Convert Export Wizard” on page 156

+ “Using the Command Line Interface” on page 164

Both the wizard and the command line interface give you access to the NetlQ Import Conversion
Export engine, but the command line interface gives you greater options for combining source and
destination handlers.

The NetlQ Import Conversion Export utility replaces both the BULKLOAD and ZONEIMPORT utilities
included with previous versions of NDS and eDirectory.
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Using the NetlQ iManager Import Convert Export Wizard

The Import Convert Export Wizard lets you

+ “Adding Missing Schema” on page 156

+ “Importing Data from a File” on page 157

+ “Exporting Data to a File” on page 158

+ “Migrating Data between LDAP Servers” on page 159

+ “Updating Schema from a File” on page 160

+ “Adding Schema from a Server” on page 161

+ “Comparing Schema Files” on page 162

+ “Comparing Schema from Server and File” on page 162

+ “Generating an Order File” on page 163

For information on using and accessing NetlQ iManager, see the NetlQ iManager Administration
Guide.

Adding Missing Schema

iManager provides you with options for adding missing schema to a server's schema. This process
involves comparing a source and a destination. If there is additional schema in the source schema,
this is added to the destination schema. The source can be either a file or an LDAP server, and the
destination should be an LDAP server.

Through the ICE wizard in iManager, you can add the missing schema using the following options:

+ Add Schema from a File

+ Add Schema from a Server

Add Schema from a File

ICE can compare the schema in the source and destination. The source is a file or LDAP Server, and
the destination is an LDAP server. The source schema file can be in either the LDIF or SCH format.

Figure 7-1 Compare and Add the Schema from a File

Destination
server

SeuiEe Compare the schema

(file or Server)

Add missing schema if there is
additional schema in the source

If you want to only compare the schema and not add the additional schema to the destination server,
select the Do Not Add but Compare option. In this case, the additional schema is not added to the
destination server but the differences between the schema are available to you as a link at the end of
the operation.
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Figure 7-2 Compare Schema and Add the Results to an Output File

Destination
server

Compare the schema

Source
(file or Server) |~ >
Results onto
output
file
Add missing schema | |
to the output file
File

Add Schema from a Server
The source and destination are LDAP servers.

If you want to only compare the schema and not add the additional schema to the destination server,
select the Do Not Add but Compare option. In this case, the additional schema is not added to the
destination server, but the differences between the schema are available to you as a link at the end of
the operation.

Importing Data from a File

In NetlQ iManager, click the Roles and Tasks button @

Click eDirectory Maintenance > Import Convert Export Wizard.
Click Import Data from File on Disk, then click Next.

Select the type of file you want to import.

Specify the name of the file containing the data you want to import, specify the appropriate
options, then click Next.

The options on this page depend on the type of file you selected. Click Help for more information
on the available options.

6 Specify the LDAP server where the data will be imported.

a b~ W N P

7 Add the appropriate options, as described in the following table:
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Option Description

Server DNS name/IP address DNS name or IP address of the destination LDAP server

Port Integer port number of the destination LDAP server

DER File Name of the DER file containing a server key used for SSL
authentication

Login method Authenticated Login or Anonymous Login (for the entry specified

in the User DN field)

User DN Distinguished name of the entry that should be used when
binding to the server-specified bind operation

Password Password attribute of the entry specified in the User DN field

8 Click Next, then click Finish.

Exporting Data to a File

In NetlQ iManager, click the Roles and Tasks button @
Click eDirectory Maintenance > Import Convert Export Wizard.

Click Export Data to a File on Disk, then click Next.

A W N P

Specify the LDAP server holding the entries you want to export.

Use the Advanced Settings to configure additional options for the LDAP source handler. Click
Help for more information on the available options.

5 Add the appropriate options, as described in the following table:

Option Description

Server DNS name/IP address DNS name or IP address of the source LDAP server

Port Integer port number of the source LDAP server

DER File Name of the DER file containing a server key used for SSL
authentication

Login method Authenticated Login or Anonymous Login (for the entry

specified in the User DN field)

User DN Distinguished name of the entry that should be used when
binding to the server-specified bind operation

Password Password attribute of the entry specified in the User DN field

6 Click Next.
7 Specify the search criteria (described below) for the entries you want to export.

158  NetlQ eDirectory Management Utilities



Option Description

Base DN Base distinguished name for the search request

If this field is left empty, the base DN defaults to “ ” (empty string).
Scope Scope of the search request
Filter RFC 1558-compliant search filter

The default is objectclass=*.

Attributes Attributes you want returned for each search entry

8 Click Next.
9 Select the export file type.

The exported file is saved in a temporary location. You can download this file at the conclusion of
the Wizard.

10 Click Next, then click Finish.

Migrating Data between LDAP Servers

In NetlQ iManager, click the Roles and Tasks button @
Click eDirectory Maintenance > Import Convert Export Wizard.

Click Migrate Data Between Servers, then click Next.

A W N PP

Specify the LDAP server holding the entries you want to migrate.

Use the Advanced Settings to configure additional options for the LDAP source handler. Click
Help for more information on the available options.

5 Add the appropriate options, as described in the following table:

Option Description

Server DNS name/IP address DNS name or IP address of the source LDAP server

Port Integer port number of the source LDAP server

DER file Name of the DER file containing a server key used for SSL
authentication

Login method Authenticated Login or Anonymous Login (for the entry

specified in the User DN field)

User DN Distinguished name of the entry that should be used when
binding to the server-specified bind operation

Password Password attribute of the entry specified in the User DN field

6 Click Next.
7 Specify the search criteria (described below) for the entries you want to migrate:
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Option Description

Base DN Base distinguished name for the search request

If this field is left empty, the base DN defaults to " " (empty string).
Scope Scope of the search request
Filter RFC 2254-compliant search filter

The default is objectclass=*.

Attributes Attributes you want returned for each search entry

8 Click Next.
9 Specify the LDAP server where the data will be migrated.
10 Click Next, then click Finish.

NOTE: Ensure that the schema is consistent across LDAP Services.

Updating Schema from a File

In NetlQ iManager, click the Roles and Tasks button @

Click eDirectory Maintenance > Import Convert Export Wizard.
Click Add Schema from a File > Next.

Select the type of file you want to add.

A W N P

You can choose between LDIF and schema file types.

5 Specify the name of the file containing the schema you want to add, specify the appropriate
options, then click Next.

Select Do Not Add but Compare Schema if you want to only compare the schema and not add
the additional schema to the destination server. The additional schema is not added to the
destination server, but the differences between the schema is available to you in a link at the end
of the operation.

The options on this page depend on the type of file you selected. Click Help for more information
on the available options.

6 Specify the LDAP server where the schema is to be imported.
7 Add the appropriate options, described in the following table:
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Option

Description

Server DNS name/IP address
Port

DER File

Login method

User DN

Password

DNS name or IP address of the destination LDAP server
Integer port number of the destination LDAP server

Name of the DER file containing a server key used for SSL
authentication

Authenticated Login or Anonymous Login (for the entry
specified in the User DN field)

Distinguished name of the entry that should be used when
binding to the server-specified bind operation

Password attribute of the entry specified in the User DN field

8 Click Next > Finish.

Adding Schema from a Server

1 In NetlQ iManager, click the Roles and Tasks button @

2 Click eDirectory Maintenance > Import Convert Export Wizard.

3 Click Add Schema from a Server > Next.
4 Specify the LDAP server that the schema is to be added from.
5 Add the appropriate options, described in the following table:

Option

Description

Server DNS name/IP address
Port

DER File

Login method

User DN

Password

DNS name or IP address of the destination LDAP server
Integer port number of the destination LDAP server

Name of the DER file containing a server key used for SSL
authentication

Authenticated Login or Anonymous Login (for the entry
specified in the User DN field)

Distinguished name of the entry that should be used when
binding to the server-specified bind operation

Password attribute of the entry specified in the User DN field

Select Do Not Add but Compare Schema if you want to only compare the schema and not add

the additional schema to the destination server. The additional schema is not added to the

destination server, but the differences between the schema is available to you in a link at the end

of the operation.

6 Specify the LDAP server where the schema is to be added.

7 Add the appropriate options, described in the following table:
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8

Option Description

Server DNS name/IP address DNS name or IP address of the destination LDAP server

Port Integer port number of the destination LDAP server

DER File Name of the DER file containing a server key used for SSL
authentication

Login method Authenticated Login or Anonymous Login (for the entry

specified in the User DN field)

User DN Distinguished name of the entry that should be used when
binding to the server-specified bind operation

Password Password attribute of the entry specified in the User DN field

Click Next > Finish.

Comparing Schema Files

The Compare Schema Files option compares the schema between a source file and a destination file
and then places the result in an output file. To add the missing schema to the destination file, apply
the records of the output file to the destination file.

1
2
3
4

7

In NetlQ iManager, click the Roles and Tasks button @

Click eDirectory Maintenance > Import Convert Export Wizard.
Click Compare Schema Files > Next.

Select the type of file you want to compare.

You can choose between LDIF and schema file formats.

Specify the name of the file containing the schema you want to compare, specify the appropriate
options, then click Next.

The options on this page depend on the type of file you selected. Click Help for more information
on the available options.

Specify the schema file you want to compare it with.
You can select only an LDIF file.
Click Next > Finish.

The differences between the two schema files are available to you in a link at the end of the
operation.

Comparing Schema from Server and File

The Compare Schema between a Server and a File option compares the schema between a source
server and a destination file and then places the result in an output file. To add the missing schema to
the destination file, apply the records of the output file to the destination file.

1
2
3

In NetlQ iManager, click the Roles and Tasks button @
Click eDirectory Maintenance > Import Convert Export Wizard.

Click Compare Schema between Server and File > Next.
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4 Specify the LDAP server that the schema is to be compared from.
5 Add the appropriate options, described in the following table:

Option Description

Server DNS name/IP address DNS name or IP address of the destination LDAP server

Port Integer port number of the destination LDAP server

DER File Name of the DER file containing a server key used for SSL
authentication

Login method Authenticated Login or Anonymous Login (for the entry

specified in the User DN field)

User DN Distinguished name of the entry that should be used when
binding to the server-specified bind operation

Password Password attribute of the entry specified in the User DN field

6 Select the type of file you want to compare with.

7 Specify the name of the file containing the data you want to compare, specify the appropriate
options, then click Next.

The options on this page depend on the type of file you selected. Click Help for more information
on the available options.

8 Click Next > Finish.

The differences between the server's schema and the schema file are available to you in a link at the
end of the operation.

Generating an Order File

This option creates an order file for use with the DELIM handler to import data from a delimited data
file. The wizard helps you to create this order file that contains a list of attributes for a specific object
class.

In NetlQ iManager, click the Roles and Tasks button @
Click eDirectory Maintenance > Import Convert Export Wizard.

Click Generate Order File, then click Next.

A W N PP

Select the class for which you want to generate the order file and click View.
Select the attributes you want add it to the Sequenced Attributes list.
Select the auxiliary class and add it to the Select Auxiliary Classes list.

For more information on Sequenced Attributes list and Auxiliary Classes list, refer to the iMonitor
online help.

Click Next.
5 Add the appropriate options, as described in the following table:
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Option Description

Context Context where the objects created would be associated to
Select the Data File Location of the data file

Select the Delimiter in the Data Delimiter that would be used within the data file. The default
File delimiter is a comma (, )

Select the Naming Attribute Naming attributes from the list of all available attributes from
the selected class

Use the Advanced Settings to configure additional options for the LDAP source handler. Click
Help for more information on the available options.

Use the Records to Process to select the records to be processed in the data file. Click Help for
more information on the available options.

6 Add the appropriate options, described in the following table:

Option Description

Server DNS name/IP address DNS name or IP address of the destination LDAP server

Port Integer port number of the destination LDAP server

DER File Name of the DER file containing a server key used for SSL
authentication

Login method Authenticated Login or Anonymous Login (for the entry

specified in the User DN field)

User DN Distinguished name of the entry that should be used when
binding to the server-specified bind operation

Password Password attribute of the entry specified in the User DN field

Use the Advanced Settings to configure additional options for the LDAP source handler. Click
Help for more information on the available options.

7 Click Next, then click Finish.

Using the Command Line Interface

You can use the command line version of the NetlQ Import Conversion Export utility to perform the
following:

¢ LDIF imports

+ LDIF exports

¢+ Comma-delimited data imports

+ Comma-delimited data exports

+ Data migration between LDAP servers

+ Schema compare and update

+ Load information into eDirectory using a template

¢ Schema imports
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The NetlQ Import Convert Export Wizard is installed as part of NetlQ iManager. A Windows version
(i ce. exe) is included in the installation. On Linux computers, the Import/Export utility is included in

the NOVLi ce package.

NetlQ Import Conversion Export Syntax

The NetlQ Import Conversion Export utility is launched with the following syntax:

i ce general _options
-S[LDIF | LDAP | DELIM| LOAD | SCH source_options
-DLDIF | LDAP | DELIM destination_options

or when using the schema cache:

ice -C schenma_options
-S[LDIF | LDAP] source_options
-DLDIF | LDAP] destination_options

When performing an update using the schema cache, an LDIF file is not a valid destination.

General options are optional and must come before any source or destination options. The - S
(source) and - D (destination) handler sections can be placed in any order.

The following is a list of the available source and destination handlers:

+ “LDIF Source Handler Options” on page 167

+ “LDIF Destination Handler Options” on page 168

+ “LDAP Source Handler Options” on page 168

+ “LDAP Destination Handler Options” on page 170
+ “DELIM Source Handler Options” on page 171

+ “DELIM Destination Handler Options” on page 173
¢ “SCH Source Handler Options” on page 174

+ “LOAD Source Handler Options” on page 174

General Options

General options affect the overall processing of the NetlQ Import Conversion Export engine.

Option Description

-C Specifies that you are using the schema cache to perform schema compare and
update.

-1 log_ file Specifies a filename where output messages (including error messages) are

logged. If this option is not used, error messages are senttoi ce. | og.
If you omit this option on Linux computers, error messages will not be logged.

-0 Overwrites an existing log file. If this flag is not set, messages are appended to
the log file instead.

-e Specifies a filename where entries that fail are output in LDIF format. This file can
LDIF_error_log_  be examined, modified to correct the errors, then reapplied to the directory.
file
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Option Description

-p URL Specifies the location of an XML placement rule to be used by the engine.
Placement rules let you change the placement of an entry. See “Conversion
Rules” on page 182 for more information.

-¢c URL Specifies the location of an XML creation rule to be used by the engine. Creation
rules let you supply missing information that might be needed to allow an entry to
be created successfully on import. For more information, see “Conversion Rules”
on page 182.

-s URL Specifies the location of an XML schema mapping rule to be used by the engine.
Schema mapping rules let you map a schema element on a source server to a
different but equivalent schema element on a destination server.

For more information, see “Conversion Rules” on page 182.

-hor-? Displays command line help.

Schema Options

The schema options let you use the schema cache to perform schema compare and update

operations.

Option Description

-C-a Updates the destination schema (adds missing schema).
-C-c filenane Outputs the destination schema to the specified file.
-C-n Disables schema pre-checking.

Source Handler Options

The source handler option (- S) determines the source of the import data. Only one of the following
can be specified on the command line.

Option Description

-SLDI F Specifies that the source is an LDIF file.
For a list of supported LDIF options, see “LDIF Source Handler Options” on
page 167.

- SLDAP Specifies that the source is an LDAP server.
For a list of supported LDAP options, see “LDAP Source Handler Options” on
page 168

- SDELI M Specifies that the source is a comma-delimited data file.

NOTE: For better performance, import data by using NetlQ Import Conversion
Export utility with LDIF file instead of DELIM. You can use a custom PERL script to
generate the output into your desired format.

For a list of supported DELIM options, see “DELIM Source Handler Options” on
page 171.
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Option

Description

- SSCH

- SLOAD

Specifies that the source is a schema file.

For a list of supported SCH options, see “SCH Source Handler Options” on
page 174

Specifies that the source is a DirLoad template.

For a list of supported LOAD options, see “LOAD Source Handler Options” on
page 174.

Destination Handler Options

The destination handler option (- D) specifies the destination of the export data. Only one of the

following can be specified on the command line.

Option Description

-DLDI F Specifies that the destination is an LDIF file.
For a list of supported options, see “LDIF Destination Handler Options” on
page 168.

- DLDAP Specifies that the destination is an LDAP server.
For a list of supported options, see “LDAP Destination Handler Options” on
page 170.

- DDELI M Specifies that the destination is a comma-delimited file.

For a list of supported options, see “DELIM Destination Handler Options” on
page 173.

LDIF Source Handler Options

The LDIF source handler reads data from an LDIF file, then sends it to the NetlQ Import Conversion

Export engine.

Option Description

-f LDIF_file Specifies a filename containing LDIF records read by the LDIF source handler and
sent to the engine.

If you omit this option on Linux computers, the input will be taken from stdin.

-a If the records in the LDIF file are content records (that is, they contain no
changetypes), they will be treated as records with a changetype of add.

-C Prevents the LDIF source handler from stopping on errors. This includes errors on
parsing LDIF and errors sent back from the destination handler. When this option is
set and an error occurs, the LDIF source handler reports the error, finds the next
record in the LDIF file, then continues.

-n Does not perform update operations, but prints what would be done. When this

option is set, the LDIF source handler parses the LDIF file but does not send any
records to the NetlQ Import Conversion Export engine (or to the destination
handler).
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Description

-R val ue
-V

-e val ue

-E val ue

If the records in the LDIF file are content records (that is, they contain no
changetypes), they will be treated as records with a changetype of modify.

If the records in the LDIF file are content records (that is, they contain no
changetypes), they will be treated as records with a changetype of delete.

Specifies the range of records to be processed.
Enables the verbose mode of the handler.

Scheme to be used for decrypting the attribute values present in the LDIF file. [des/
3des].

Password for decryption of attributes.

LDIF Destination Handler Options

The LDIF destin

ation handler receives data from the NetlQ Import Conversion Export engine and

writes it to an LDIF file.

Option Description

-f LDIF_file Specifies the filename where LDIF records can be written.
If you omit this option on Linux computers, the output will go to stdout.

-B Do not suppress printing of binary values.

-b Do not base64 encode LDIF data.

-e val ue Scheme to be used for encrypting the attribute values received from the LDAP
server.[des/3des].

-E val ue Password for encryption of attributes.

LDAP Source Handler Options

The LDAP source handler reads data from an LDAP server by sending a search request to the
server. It then sends the search entries it receives from the search operation to the NetlQ Import
Conversion Export engine.

Option

Description

-S server_nane

-p port

-d DN

Specifies the DNS name or IP address of the LDAP server that the handler
will send a search request to. The default is the local host.

Specifies the integer port number of the LDAP server specified by
server _nane. The default is 389. For secure operations, the default port is
636.

When ICE is communicating with an LDAP server on the SSL port (default
636) without a certificate, it chooses to accept any server certificate and
assumes it to be a trusted one. This should only be used in controlled
environments where encrypted communication between servers and clients is
desired but server verification is not necessary.

Specifies the distinguished name of the entry that should be used when
binding to the server-specified bind operation.
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Option

Description

-w password
-W

-F filter
-n

-a attribute_list

-0 attribute_list

-R

-e val ue

-b base_DN

sear ch_scope

Specifies the password attribute of the entry specified by DN.
Prompts for the password of the entry specified by DN.
This option is applicable only for Linux.

Specifies an RFC 1558-compliant search filter. If you omit this option, the
search filter defaults to obj ect cl ass=*.

Does not actually perform a search, but shows what search would be
performed.

Specifies a comma-separated list of attributes to retrieve as part of the
search. In addition to attribute names, there are three other values:

¢ Getno attributes (1. 1)
¢ All user attributes (*)
* An empty list gets all nonoperational attributes
If you omit this option, the attribute list defaults to the empty list.

Specifies a comma-separated list of attributes to be omitted from the search
results received from the LDAP server before they are sent to the engine.
This option is useful in cases where you want to use a wildcard with the - a
option to get all attributes of a class and then remove a few of them from the
search results before passing the data on to the engine.

For example, - a* -0 tel ephoneNunber searches for all user-level
attributes and filters the telephone number from the results.

Specifies to not automatically follow referrals. The default is to follow referrals
with the name and password given with the - d and - w options.

Specifies which debugging flags should be enabled in the LDAP client SDK.
For more information, see “Using LDAP SDK Debugging Flags”.

Specifies the base distinguished name for the search request. If this option is
omitted, the base DN defaultsto " " (empty string).

Specifies the scope of the search request. Valid values are the following:
+ (ne: Searches only the immediate children of the base object.

¢ Base: Searches only the base object entry itself.

¢ Sub: Searches the LDAP subtree rooted at and including the base
object.

If you omit this option, the search scope defaults to Sub.
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Option

Description

-r deref_aliases

-l otime_limt
-z size _limt

-V version

-V

-L filenane

-M

-W

Specifies the way aliases should be dereferenced during the search
operation. Values include the following:

* Never : Prevents the server from dereferencing aliases.

+ Al ways: Causes aliases to be dereferenced when locating the base
object of the search and when evaluating entries that match the search
filter.

¢ Sear ch: Causes aliases to be dereferenced when applying the filter to
entries within the scope of the search after the base object has been
located, but not when locating the base object itself.

+ Fi nd: Causes aliases to be dereferenced when locating the base object
of the search, but not when actually evaluating entries that match the
search filter.

If you omit this option, the alias dereferencing behavior defaults to Never .
Specifies a time limit (in seconds) for the search.
Specifies the maximum number of entries to be returned by the search.

Specifies the LDAP protocol version to be used for the connection. It must be
2 or 3. If this option is omitted, the default is 3.

Enables verbose mode of the handler.

Specifies a file in DER format containing a server key used for SSL
authentication. Filename is optional on Linux, with default value / et c/ opt /
novel | / certs/ SSCert . der.

Retrieves attribute names only. Attribute values are not returned by the
search operation.

Prevents the LDAP handler from stopping on errors.
LDAP operations will be modifies.
LDAP operations will be deletes.

This option is no longer supported. To use SSL, specify a valid certificate
using the - L option.

Enables the Manage DSA IT control.

Enables the Manage DSA IT control, and makes it critical.

LDAP Destination Handler Options

The LDAP destination handler receives data from the NetlQ Import Conversion Export engine and
sends it to an LDAP server in the form of update operations to be performed by the server.

For information about hashed password in an LDIF file, see “Hashed Password Representation in

LDIF Files".

Option

Description

-S server_nane

Specifies the DNS name or IP address of the LDAP server that the handler will
send a search request to. The default is the local host.
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Option

Description

-p port

-d DN

-w password

-W

-e val ue

-V version

-L filenanme

Specifies the integer port number of the LDAP server specified by
server _nane. The default is 389. For secure operations, the default port is
636.

Specifies the distinguished name of the entry that should be used when
binding to the server-specified bind operation.

Specifies the password attribute of the entry specified by DN.
Prompts for the password of the entry specified by DN.
This option is applicable only for Linux.

Use this option if you do not want to use asynchronous LDAP Bulk Update/
Replication Protocol (LBURP) requests for transferring update operations to
the server. Instead, use standard synchronous LDAP update operation
requests.

For more information, see “LDAP Bulk Update/Replication Protocol” on
page 190.

Allows the creation of forward references. When an entry is going to be
created before its parent exists, a placeholder called a forward reference is
created for the entry’s parent to allow the entry to be successfully created. If a
later operation creates the parent, the forward reference is changed into a
normal entry.

Stores password values using the simple password method of the NetlQ
Modular Authentication Service (NMAS). Passwords are kept in a secure
location in the directory, but key pairs are not generated until they are actually
needed for authentication between servers.

Specifies which debugging flags should be enabled in the LDAP client SDK.
For more information, see “Using LDAP SDK Debugging Flags”.

Specifies the LDAP protocol version to be used for the connection. It must be
2 or 3. If this option is omitted, the default is 3.

Specifies a file in DER format containing a server key used for SSL
authentication. Filename is optional on Linux with default value / et c/ opt /
novel | /certs/ SSCert . der.

This option is no longer supported. To use SSL, specify a valid certificate
using the - L option.

Enables the Manage DSA IT control.
Enables the Manage DSA IT control, and makes it critical.

Enables concurrent LBURP processing. This option is enabled only if all the
operations in the LDIF are add. When you use the - F option, - P is enabled by
default.

Specifies the number of asynchronous requests. This indicates the number of
entries the ICE client can send to the LDAP server asynchronously before
waiting for any result back from the server.

DELIM Source Handler Options

The DELIM source handler reads data from a comma-delimited data file, then sends it to the

destination handler.
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Option

Description

-f filename

-F val ue

-t val ue

-n val ue

-1 val ue

-0 val ue

-i value

-d val ue

Specifies a filename containing comma-delimited records read by the DELIM
source handler and sent to the destination handler.

Specifies a file containing the attribute data order for the file specified by - f .

By default, the number of columns for an attribute in the delimited file equals
maximum number of values for the attribute. If an attribute is repeated, the
number of columns equals the number of times the attribute repeats in the
template. If this option is not specified, enter this information directly using -t .

See “Performing a Comma-Delimited Import” on page 177 for more
information.

The comma-delimited list of attributes specifying the attribute data order for the
file specified by - f .

By default, the number of columns for an attribute in the delimited file equals
maximum number of values for the attribute. If an attribute is repeated, the
number of columns equals the number of times the attribute repeats in the
template. Either this option or - F must be specified.

See “Performing a Comma-Delimited Import” on page 177 for more
information.

Prevents the DELIM source handler from stopping on errors. This includes
errors on parsing comma-delimited data files and errors sent back from the
destination handler. When this option is set and an error occurs, the DELIM
source handler reports the error, finds the next record in the comma-delimited
data file, then continues.

Specifies the LDAP naming attribute for the new object. This attribute must be
contained in the attribute data you specify using - For -t .

Specifies the path to append the RDN to (such as o=nyConpany). If you are
passing the DN, this value is not necessary.

Comma-delimited list of object classes (if none is contained in your input file) or
additional object classes such as auxiliary classes. The default value is
i net or gper son.

Comma-delimited list of columns to skip. This value is an integer specifying the
number of the column to skip. For example, to skip the third and fifth columns,
specify i 3, 5.

Specifies the delimiter. The default delimiter is a comma (, ).
The following values are special case delimiters:

+ [q] =quote (a single " as the delimiter)
¢ [t] =tab

For example, to specify a tab as a delimiter, you would pass -d[ t] .
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Option

Description

-g val ue

-V

-k val ue

Specifies the secondary delimiter. The default secondary delimiter is single
quotes (' ).

The following values are special case delimiters:

* [q] =quote (a single " as the delimiter)

¢ [t] =tab
For example, to specify a tab as a delimiter, you would pass - q[t] .
Runs in verbose mode.

Specifies the first line in the delimited file is the template. If this option is used
with -t or - F, the template specified is checked for consistency with that in the
delimited file.

DELIM Destination Handler Options

The DELIM destination handler receives data from the source handler and writes it to a comma-

delimited data file.

Option

Description

-f filenane

-F val ue

-t val ue

-1 val ue

-d val ue

Specifies the filename where comma-delimited records can be written.
Specifies a file containing the attribute data order for the file specified by - f .

By default, the number of columns for an attribute in the delimited file equals
maximum number of values for the attribute. If an attribute is repeated, the
number of columns equals the number of times the attribute repeats in the
template. If this option is not specified, enter this information directly using -t .

The comma-delimited list of attributes specifying the attribute data order for the
file specified by - f .

By default, the number of columns for an attribute in the delimited file equals
maximum number of values for the attribute. If an attribute is repeated, the
number of columns equals the number of times the attribute repeats in the
template. Either this option or - F must be specified.

Can be either RDN or DN. Specifies whether the driver should place the entire
DN or just the RDN in the data. RDN is the default value.

Specifies the delimiter. The default delimiter is a comma ( , ).
The following values are special case delimiters:

* [qg] =quote (a single " as the delimiter)
¢ [t] =tab

For example, to specify a tab as a delimiter, you would pass -d[ t] .
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Option Description

-g val ue Specifies the secondary delimiter. The default secondary delimiter is single
quotes (' ).

The following values are special case delimiters:
* [qg] =quote (a single " as the delimiter)
¢ [t] =tab
For example, to specify a tab as a delimiter, you would pass - q[t] .

-n val ue Specifies a naming attribute to be appended during import, for example, cn.

SCH Source Handler Options

The SCH handler reads data from a legacy NDS or eDirectory schema file (files with a *. sch
extension), then sends it to the NetlQ Import Conversion Export engine. You can use this handler to
implement schema-related operations on an LDAP Server, such as extensions using a *. sch file as
input.

The SCH handler is a source handler only. You can use it to import *. sch files into an LDAP server,
but you cannot export *. sch files.

The options supported by the SCH handler are shown in the following table.

Option Description
-f filenane Specifies the full path name of the *. sch file.
-V (Optional) Run in verbose mode.

LOAD Source Handler Options

The DirLoad handler generates eDirectory information from commands in a template. This template
file is specified with the - f argument and contains the attribute specification information and the
program control information.

Option Description

-f filenane Specifies the template file containing all attribute specification and all control
information for running the program.

-C Continues to the next record if an error is reported.
-V Runs in verbose mode.
-r Changes the request to a delete request so the data is deleted instead of added.

This allows you to remove records that were added using a DirLoad template.

-m Indicates that modify requests will be in the template file.

Attribute Specifications determines the context of new objects.

See the following sample attribute specification file:
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gi vennane: $R(first)

initial: $R(initial)

sn: $R(I ast)

dn: cn=$A( gi vennane, % 1s) $A(i ni ti al , % 1s) $A(sn), ou=dev, ou=ds, o=novel |
obj ectcl ass: inetorgperson

t el ephonenunber: 1-800- $N(1- 999, %93d) - $C( ¥04d)

title: $R(titles)

locality: Qur location

The format of the attribute specification file resembles an LDIF file, but allows some powerful
constructs to be used to specify additional details and relationships between the attributes.

Uniqgue Numeric Value inserts a numeric value that is unique for a given object into an attribute
value.

Syntax: $d (<fornat)]

The optional <format specifies a print format that is to be applied to the value. Note that if no format is
specified, the parenthesis cannot be used either:

$C
$C( %)
$C( %04d)

The plain $Cinserts the current numeric value into an attribute value. This is the same as $C( %)
because “%d” is the default format that the program uses if none was specified. The numeric value is
incremented after each object, so if you use $C multiple times in the attribute specification, the value
is the same within a single object. The starting value can be specified in the settings file by using the
! COUNTER=val ue syntax.

Random Numeric Value inserts a random numeric value into an attribute value using the following
syntax:

$N( <l ow- <hi gh[, <format])]

<l owand <hi gh specify the lower and upper bounds, respectively, that are used as a random number
is generated. The optional <f or mat specifies a print format that is to be applied to a value from the
list.

$N( 1- 999)
$N( 1- 999, %)
$N( 1- 999, %93d)

Random String Value From a List inserts a randomly selected string from a specified list into an
attribute value using the following syntax:

$R(<filename[, <format])]

The <filename specifies a file that contains a list of values. This can be an absolute or relative path to
a file. Several files containing the lists are included with this package. The values are expected to be
separated by a newline character.

The optional <format specifies a print format that is to be applied to a value from the list.

$A( gi venname)
$A(gi vennane, %)
$A(gi vennane, % 1s)

It is important to note that no forward references are allowed. Any attribute whose value you are
going to use must precede the current attribute in the attribute specification file. In the example below,
the cn as part of the DN is constructed from givenname, initial, and sn. Therefore, these attributes
must precede the DN in the settings file.
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gi vennane: $R(first)

initial: $R(initial)

sn: $R(last) dn: o=novel |, ou=dev, ou=ds, cn=8$A( gi vennane, % 1s) $A(i ni ti al , % 1s) $A(sn)
The DN receives special handling in the LDIF file: no matter what the location of DN is in the settings,

it will be written first (as per LDIF syntax) to the LDIF file. All other attributes are written in the order
they appear.

Control Settings provide some additional controls for the object creation. All controls have an
exclamation point (!) as the first character on the line to separate them from attribute settings. The
controls can be placed anywhere in the file.

I COUNTER=300

I OBJECTCOUNT=2

I CYCLE=title

' UNI CYCLE=first, | ast
! CYCLE=ou, BLOCK=10

+ Counter
Provides the starting value for the unique counter value. The counter value is inserted to any
attribute with the $C syntax.

+ Object Count
OBJECTCOUNT determines how many objects are created from the template.

+ Cycle
CYCLE can be used to modify the behavior of pulling random values from the files ($R-syntax).
This setting has three different values.
| CYCLE=title

Anytime the list named “title” is used, the next value from the list is pulled rather than randomly
selecting a value. After all values have been consumed in order, the list starts from the beginning
again.

I CYCLE=ou, BLOCK=10

Each value from list “ou” is to be used 10 times before moving to the next value.

The most interesting variant of the CYCLE control setting is UNI CYCLE. It specifies a list of sources
that are cycled through in left-to-right order, allowing you to create guaranteed unique values if
desired. If this control is used, the OBJECTCOUNT control is used only to limit the number of
objects to the maximum number of unique objects that can be created from the lists. In other
words, if the lists that are part of UNI CYCLE can produce 15000 objects, then OBJECTCOUNT can
be used to reduce that number, but not to increase it.

For example, assume that the gi vennane file contains two values (Doug and Karl) and the sn file
contains three values (Hoffman, Schultz, and Grieger).With the control setting

IUNI CYCLE=gi vennane, sn and attribute definition cn: $R(gi vennane) $R(sn), the following
cns are created:

cn: Doug Hof f mancn cn: Karl Hof f mancn cn: Doug Schul tzcn cn: Karl Schultzcn cn:
Doug Griegercn cn: Karl Gieger

Examples

Listed below are sample commands that can be used with the NetlQ Import Conversion Export
command line utility for the following functions:

+ “Performing an LDIF Import” on page 177

176  NetlQ eDirectory Management Utilities



+ “Performing an LDIF Export” on page 177

+ “Performing a Comma-Delimited Import” on page 177

+ “Performing a Comma-Delimited Export” on page 178

+ “Performing a Data Migration between LDAP Servers” on page 178

+ “Performing a Schema Import” on page 179

+ “Performing a LOAD File Import” on page 179

+ “Performing an LDIF Export from LDAP server having encrypted attributes” on page 181

+ “Performing an LDIF Import having encrypted attributes” on page 181

Performing an LDIF Import
To perform an LDIF import, combine the LDIF source and LDAP destination handlers, for example:

ice -SLDIF -f entries.Idif -D LDAP -s serverl.acne.com-p 389 -d cn=adnin, c=us -w
secret

This command reads LDIF data from entri es. | di f and sends it to the LDAP server
serverl.acme.com at port 389 using the identity cn=admin,c=us, and the password “secret.”

Performing an LDIF Export
To perform an LDIF export, combine the LDAP source and LDIF destination handlers. For example:

ice -S LDAP -s serverl.acnme.com-p 389 -d cn=admn, c=us -w password -F
objectC ass=* -c sub -D LDIF -f serverl.ldif

This command performs a subtree search for all objects in the server serverl.acme.com at port 389
using the identity cn=admin,c=us and the password “password” and outputs the data in LDIF format
toserverl.ldif.

Performing a Comma-Delimited Import
To perform a comma-delimited import, use a command similar to the following:

ice -S DELIM-f/tnp/in.csv -F /tnp/order.csv -ncn -1o=acne -D LDAP -s
serverl. acnme.com -p389 -d cn=admi n, c=us -w secret

This command reads comma-delimited values from the / t np/ i n. csv file and reads the attribute
order from the / t np/ or der . csv file. For each attribute entry in i n. csv, the attribute type is specified
in or der. csv. For example, if i n. csv contains

pat, pat, engi neer, j ohn

then or der . csv would contain

dn,cn,title,sn

The information in or der . csv could be input directly using the -t option.

The data is then sent to the LDAP server server 1. acnre. comat port 389 using the identity
cn=adnmi n, c=us, and password “secr et ".

This example specifies that cn should become the new DN for this object using the - n option, and this
object was added to the organization container acme using the -1 option.
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Comma-delimited files generated using NetlQ Import Conversion Export utility have the template
used for generating them in the first line. To specify that first line in the delimited file is the template,
use the - k option. If - F or -t is used with - k, the template specified should be consistent with that in
the delimited file, where both have exactly the same attributes. However, the number of occurrences
and the order of appearance of each attribute can differ. In the above example, i n. csv contains

dn,cn,title, title, title,sninthe first line. The following templates are consistent and can be
used with -t or -F when -k is used:

dn, cn, title, sn (number of repetitions of attribute title differs)
dn, sn, titl e, cn (order of attributes differ)

However, the following are not consistent with the template in i n. csv and hence cannot be specified
with -t or -F when -k is used:

dn,cn, title, sn, objectcl ass (new attribute objectclass)

dn, cn, titl e (missing attribute sn)

Performing a Comma-Delimited Export
To perform a comma-delimited export, use a command similar to the following:

ice -S LDAP -s serverl.acne.com-p 389 -d cn=admn, c=us -w password -F
objectC ass=* -c sub -D DELIM-f /tnp/serverl.csv -F order.csv

This command performs a subtree search for all objects in the server serverl.acme.com at port 389
using the identity cn=admin,c=us and the password “password” and outputs the data in comma-
delimited format to the / t np/ server 1. csv file.

If any attribute in the or der . csv has multiple values, /t np/ server 1. csv, the number of columns for
this attribute equals maximum number of values for the attribute. If an attribute repeats in or der . csv,
the number of columns for this attribute equals the number of times the attribute repeats.

For example, if or der . csv contains dn, sn, obj ect cl ass, and obj ect cl ass has 4 values, whereas
dn and sn have only 1 value for all the entries exported, dn and sn would have 1 column each,
whereas obj ect cl ass would have 4 columns. If you want only 2 values for obj ect cl ass to be output
to the delimited file, or der . csv should contain dn, sn, obj ect cl ass, obj ect cl ass.

In both cases the attributes are written to the / t np/ ser ver 1. csv in the first line. In the first case, /

t np/ server 1. csv would have dn, sn, obj ect cl ass, obj ect cl ass, obj ect cl ass, obj ect cl asss in
the first line of / t np/ server 1. csv, and in the second case, it would have

dn, sn, obj ect cl ass, obj ect cl ass.

To prevent the first line to be treated as a sequence of attributes during a subsequent import, use the
- k option. See “Performing a Comma-Delimited Import” on page 177 for more information.

Performing a Data Migration between LDAP Servers

To perform a data migration between LDAP servers, combine the LDAP source and LDAP destination
handlers. For example:

ice -S LDAP -s serverl.acnme.com-p 389 -d cn=admin, c=us -w password -F
obj ectC ass=* -c sub -D LDAP -s server2.acnme.com-p 389 -d cn=admin, c=us -w secret

This command performs a subtree search for all objects in the server serverl.acme.com at port 389
using the identity cn=admin,c=us and the password “password” and sends it to the LDAP server
server2.acme.com at port 389 using the identity cn=admin,c=us and the password “secret.”
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Performing a Schema Import
To perform a schema file import, use a command similar to the following:
ice -S SCH -f $HOVE/ nyfile.sch -D LDAP -s nyserver -d cn=adnin, o=novel | -w passwd

This command reads schema data from nyfi | e. sch and sends it to the LDAP server myserver using
the identity cn=admi n, o=novel | and the password “passwd.”

Performing a LOAD File Import
To perform a LOAD file import, use a command similar to the following:
ice -S LOAD -f attrs -D LDIF -f new. | df

In this example, the contents of the attribute file att r s is as follows:

# DirLoad 1.00

I COUNTER=300

obj ectcl ass: inetorgperson

gi venname: $R(first)

initials: $R(initial)

sn: $R(I ast)

dn: cn=$A(gi vennane, % 1s) $A(i ni tial , % 1s) $A(sn), ou=$R(ou), ou=dev, o=novel |,
t el ephonenunber: 1-800- $N(1- 999, %93d) - $C( ¥04d)

title: $R(titles)

Running the previous command from a command prompt produces the following LDIF file:

version: 1

dn: cn=JohnBBi | |, ou=ds, ou=dev, o=novel |
changet ype: add

obj ectcl ass: inetorgperson

gi vennane: John

initials: B

sn: Bill

t el ephonenunber: 1-800-290- 0300
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title: Amgo

dn: cn=BobJAny, ou=ds, ou=dev, o=novel |
changetype: add

obj ectcl ass: inetorgperson

gi vennane: Bob

initials: J

sn: Any

t el ephonenunber: 1-800-486- 0301

title: Ponp

Running the following command from a command prompt sends the data to an LDAP server via the
LDAP Handler:

ice -S LOAD -f attrs -D LDAP -s www. novel | .com -d cn=adm n, o=novel |l -w admin

If the previous template file is used, but the following command is used, all of the records that were
added with the above command will be deleted.

ice -S LOAD -f attrs -r -D LDAP -s www. novel |l .com -d cn=adm n, o=novel |l -w admn

If you want to use -m to modify, the following is an example of how to modify records:

#

# DirLoad 1.00

#
I COUNTER=300

I OBJECTCOUNT=2

dn: cn=$R(first), % 1s)($R(initial), % 1s)$R(I ast), ou=$R(ou), ou=dev, o=novel |
del et e: gi vennane

add: gi vennane

gi vennane: testl

repl ace: givennane

gi vennane: test2

gi venname: test3

If the following command is used where the at t r s file contains the data above:
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ice -S LOAD -f attrs -m-D LD F -f new. | df

then the results would be the following LDIF data:

version: 1

dn: cn=Bi |l TSm t h, ou=ds, ou=dev, o=novel
changetype: nodify

del ete: gi vennane

add: gi vennane

gi vennane: testl

repl ace: givennane

gi vennane: test2

gi vennane: test3

dn: cn=JohnAW | | i anms, ou=l dap, ou=dev, o=novel
changetype: nodify

del et e: gi vennane

add: gi vennane

gi vennane: testl

repl ace: givennane

gi vennane: test2

gi vennane: test3

Performing an LDIF Export from LDAP server having encrypted attributes

To perform an LDIF export from LDAP server having encrypted attributes, combine the LDAP source
and LDIF destination handlers along with the scheme and password for encryption, for example:

ice -S LDAP -s serverl.acne.com-p 636 -L cert-serverl.der -d cn=admin,c=us -w
password -F objectC ass=* -c sub -D LDIF -f serverl.ldif -e des -E secret

Performing an LDIF Import having encrypted attributes

To perform an LDIF import of a file having attributes encrypted by ICE previously, combine the LDIF
source with the scheme and password used previously for exporting the file and LDAP destination
handlers, for example:
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ice -SLDF -f serverl.lIdif -e des -E secret -D LDAP -s server2.acne.com-p 636 -L
cert-server2.der -d cn=admin, c=us -w password

Conversion Rules

The NetlQ Import Conversion Export engine lets you specify a set of rules that describe processing
actions to be taken on each record received from the source handler and before the record is sent on
to the destination handler. These rules are specified in XML (either in the form of an XML file or XML
data stored in the directory) and solve the following problems when importing entries from one LDAP
directory to another:

+ Missing information

+ Hierarchical differences

+ Schema differences

There are three types of conversion rules:

Rule Description

Placement Changes the placement of an entry.

For example, if you are importing a group of users in the I=San Francisco, c=US
container but you want them to be in the I=Los Angeles, c=US container when
the import is complete, you could use a placement rule to do this.

For information on the format of these rules, see “Placement Rules” on
page 187.

Creation Supplies missing information that might be needed to allow an entry to be
created successfully on import.

For example, assume that you have exported LDIF data from a server whose
schema requires only the cn (commonName) attribute for user entries, but the
server that you are importing the LDIF data to requires both the cn and sn
(surname) attributes. You could use the creation rule to supply a default sn
value, (such as " ") for each entry, as it is processed by the engine. When the
entry is sent to the destination server, it will have the required sn attribute and
can be added successfully.

For information on the format of these rules, see “Create Rules” on page 185.

Schema Mapping If, when you are transferring data between servers (either directly or using
LDIF), there are schema differences in the servers, you can use Schema
Mapping to

+ Extend the schema on the destination server to accommodate the object
classes and attribute types in entries coming from the source server.

+ Map a schema element on the source server to a different but equivalent
schema element on the destination server.

For information on the format of these rules, see “Schema Mapping Rules” on
page 184.

You can enable conversion rules in both the NetlQ eDirectory Import/Export Wizard and the
command line interface. For more information on XML rules, see “Using XML Rules” on page 183.
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Using the NetlQ eDirectory Import Convert Export Wizard

In iManager, click the Roles and Tasks button @

1
2 Click eDirectory Maintenance > Import Convert Export Wizard.
3 Select the task you want to perform.
4 Under Advanced Settings, choose from the following options:
Option Description
Schema Rules Specifies the location of an XML schema mapping rule to be used by the
engine.
Placement Rules Specifies the location of an XML placement rule to be used by the engine.
Creation Rules Specifies the location of an XML creation rule to be used by the engine.
5 Click Next.

6 Follow the online instructions to finish your selected task.

Using the Command Line Interface

You can enable conversion rules with the - p, - ¢, and - s general options on the NetlQ Import
Conversion Export executable. For more information, see “General Options” on page 165.

Option Description

-p URL Location of an XML placement rule to be used by the engine.

-¢c URL Location of an XML creation rule to be used by the engine.

-s URL Location of an XML schema mapping rule to be used by the engine.

For all three options, URL must be one of the following:
¢+ A URL of the following format:
file://[path/]filenanme

The file must be on the local file system.

+ An RFC 2255-compliant LDAP URL that specifies a base-level search and an attribute list
consisting of a single attribute description for a singled-valued attribute type.

Using XML Rules

The NetlQ Import Conversion Export conversion rules use the same XML format as NetlQ Identity
Manager. For more information on NetlQ Identity Manager, see NetlQ Identity Manager
documentation site.
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Schema Mapping Rules

The <at t r - nane- map> element is the top-level element for the schema mapping rules. Mapping rules
determine how the import schema interacts with the export schema. They associate specified import
class definitions and attributes with corresponding definitions in the export schema.

Mapping rules can be set up for attribute names or class names.

+ For an attribute mapping, the rule must specify that it is an attribute mapping, a name space
(nds- nane is the tag for the source name), the name in the eDirectory name space, then the
other name space (app- nane is the tag for the destination name) and the name in that name
space. It can specify that the mapping applies to a specific class or it can be applied to all
classes with the attribute.

+ For a class mapping, the rule must specify that it is a class mapping rule, a name space
(eDirectory or the application), the name in that name space, then the other name space and the
name in that name space.

The following is the formal DTD definition of schema mapping rules:

<! ELEMENT attr-nanme-map (attr-nanme | cl ass-nane)*>

<l ELEMENT attr-nanme (nds-nane, app-nane)>
<I ATTLI ST attr-name
cl ass- nane CDATA #| MPLI ED>

<! ELEMENT cl ass-nane (nds-nane, app-nane)>
<! ELEMENT nds- nane (#PCDATA) >

<! ELEMENT app- nane (#PCDATA) >

You can have multiple mapping elements in the file. Each element is processed in the order that it
appears in the file. If you map the same class or attribute more than once, the first mapping takes
precedence.

The following examples illustrate how to create a schema mapping rule.

Schema Rule 1: The following rule maps the source's surname attribute to the destination's sn
attribute for the inetOrgPerson class.

<attr-nane-map>
<attr-nanme class-nanme="inet Or gPperson">
<nds- nanme>sur nane</ nds- nanme>
<app- nane>sn</ app- nane>
</attr-nane>
</ attr-nane- map>

Schema Rule 2: The following rule maps the source's inetOrgPerson class definition to the
destination's User class definition.

<attr-nane- map>
<cl ass- nane>
<nds- nane>i net Or gPer son</ nds- nane>
<app- nane>User </ app- nanme>
</ cl ass- nanme>
</ attr-nane- map>

Schema Rule 3: The following example contains two rules. The first rule maps the source's
Surname attribute to the destination's sn attribute for all classes that use these attributes. The second
rule maps the source's inetOrgPerson class definition to the destination's User class definition.
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<attr-nane- map>
<attr-nane>
<nds- nane>sur nane</ nds- nane>
<app- nane>sn</ app- nane>
</attr-name>
<cl ass- nanme>
<nds- nane>i net Or gPer son</ nds- nane>
<app- nane>User </ app- nane>
</ cl ass- nanme>
</ attr-nane- map>

Example Command: If the schema rules are saved to an sr 1. xnl file, the following command
instructs the utility to use the rules while processing the lentry. | df file and to send the results to a
destination file, out t 1. | df .

ice -o -sfile://srl.xm -SLDIF -flentry.ldf -c -DLD F
-fouttl.|df

Create Rules

Create rules specify the conditions for creating a new entry in the destination directory. They support
the following elements:

+ Required Attributes specifies that an add record must have values for all of the required
attributes, or else the add fails. The rule can supply a default value for a required attribute. If a
record does not have a value for the attribute, the entry is given the default value. If the record
has a value, the record value is used.

+ Matching Attributes specifies that an add record must have the specific attributes and match
the specified values, or else the add fails.

+ Templates specifies the distinguished name of a Template object in eDirectory. The NetlQ
Import Conversion Export utility does not currently support specifying templates in create rules.

The following is the formal DTD definition for create rules:

<I ELEMENT create-rules (create-rule)*>

<! ELEMENT create-rule (match-attr*,
required-attr*,
tenpl ate?) >
<I ATTLI ST create-rule
cl ass- nane CDATA  #l MPLI ED
description CDATA  #l MPLI ED>

<! ELEMENT match-attr (val ue) + >
<! ATTLI ST match-attr
attr-name CDATA #REQUI RED>

<l ELEMENT required-attr (value)*>
<I ATTLI ST required-attr
attr-nane CDATA  #REQUI RED>

<! ELEMENT tenpl ate EMPTY>
<I ATTLI ST tenpl ate
tenplate-dn  CDATA  #REQUI RED>

You can have multiple create rule elements in the file. Each rule is processed in the order that it
appears in the file. If a record does not match any of the rules, that record is skipped and the skipping
does not generate an error.
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The following examples illustrate how to format create rules.

Create Rule 1: The following rule places three conditions on add records that belong to the
inetOrgPerson class. These records must have givenName and Surname attributes. They should
have an L attribute, but if they don't, the create rule supplies a default value of Provo for them.

<create-rul es>
<create-rul e cl ass-nanme="i net Or gPer son" >
<required-attr attr-nane="gi venNane"/>
<required-attr attr-nanme="surnane"/>
<required-attr attr-name="L">
<val ue>Pr ovo</ val ue>
</required-attr>
</create-rul e>
</create-rul es>

Create Rule 2: The following create rule places three conditions on all add records, regardless of
their base class:

+ The record must contain a givenName attribute. If it doesn’t, the add fails.
+ The record must contain a Surname attribute. If it doesn't, the add fails.
+ The record must contain an L attribute. If it doesn't, the attribute is set to a value of Provo.

<create-rul es>
<create-rul e>
<required-attr attr-nanme="gi venNane"/>
<required-attr attr-nane="Surnane"/>
<required-attr attr-nanme="L">
<val ue>Pr ovo</ val ue>
</required-attr>
</create-rul e>
</create-rul es>

Create Rule 3: The following create rule places two conditions on all records, regardless of base
class:

+ The rule checks to see if the record has a uid attribute with a value of ratuid. If it doesn't, the add
fails.

+ The rule checks to see if the record has an L attribute. If it does not have this attribute, the L
attribute is set to a value of Provo.

<create-rul es>
<create-rul e>
<match-attr attr-name="uid">
<val ue>cn=r at ui d</ val ue>
</match-attr>
<required-attr attr-name="L">
<val ue>Pr ovo</ val ue>
</required-attr>
</create-rul e>
</create-rul es>

Example Command: If the create rules are saved to ancrl . xm file, the following command
instructs the utility to use the rules while processing the lentry. | df file and to send the results to a
destination file, out t 1. | df .

ice -o -cfile://crl.xm -SLDF -flentry.ldf -c -DLD F
-fouttl.|df
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Placement Rules

Placement rules determine where an entry is created in the destination directory. They support the
following conditions for determining whether the rule should be used to place an entry:

+ Match Class: If the rule contains any match class elements, an objectClass specified in the

record must match the class-name attribute in the rule. If the match fails, the placement rule is
not used for that record.

Match Attribute: If the rule contains any match attribute elements, the record must contain an
attribute value for each of the attributes specified in the match attribute element. If the match
fails, the placement rule is not used for that record.

Match Path: If the rule contains any match path elements, a portion of the record's DN must
match the prefix specified in the match path element. If the match fails, the placement rule is not
used for that record.

The last element in the rule specifies where to place the entry. The placement rule can use zero or
more of the following:

*

*

*

PCDATA uses parsed character data to specify the DN of a container for the entries.
Copy the Name specifies that the naming attribute of the old DN is used in the entry's new DN.

Copy the Attribute specifies the naming attribute to use in the entry's new DN. The specified
naming attribute must be a valid naming attribute for the entry's base class.

Copy the Path specifies that the source DN should be used as the destination DN.

Copy the Path Suffix specifies that the source DN, or a portion of its path, should be used as
the destination DN. If a match-path element is specified, only the part of the old DN that does not
match the prefix attribute of the match-path element is used as part of the entry's DN.

The following is the formal DTD definition for the placement rule:

<! ELEMENT pl acenent -rul es (pl acenent-rul e*)>
<I ATTLI ST pl acenent -rul es

src-dn-f or mat (%n-format;) "sl ash"
dest - dn-f or nat (%n-format;) "sl ash"
src-dn-del i ns CDATA #| MPLI ED
dest - dn-del i ms CDATA #| MPLI ED>

<! ELEMENT pl acenent -rul e (match-cl ass*,

mat ch- pat h*,
match-attr*,
pl acenent) >

<I ATTLI ST pl acenent-rul e

descri ption CDATA #| MPLI ED>

<! ELEMENT mat ch-cl ass EMPTY>
<I ATTLI ST mat ch-cl ass

cl ass- nane CDATA #REQUI RED>
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<! ELEMENT nat ch- pat h EMPTY>
<! ATTLI ST nat ch-pat h

prefix CDATA #REQUI RED>
<! ELEMENT match-attr (value)+ >
<! ATTLI ST match-attr
attr-nane CDATA #REQUI RED>
<! ELEMENT pl acenent (#PCDATA |
copy- nane |
copy-attr |
copy-path |

copy-pat h-suffix)* >

You can have multiple placement-rule elements in the file. Each rule is processed in the order that it
appears in the file. If a record does not match any of the rules, that record is skipped and the skipping
does not generate an error.

The following examples illustrate how to format placement rules. The scr - dn-f or mat =" | dap" and
dest -dn-format ="1 dap" attributes set the rule so that the name space for the DN in the source and
destination is LDAP format.

The NetlQ Import Conversion Export utility supports source and destination names only in LDAP
format.

Placement Example 1: The following placement rule requires that the record have a base class of
inetOrgPerson. If the record matches this condition, the entry is placed immediately subordinate to
the test container and the left-most component of its source DN is used as part of its DN.

<pl acenent -rul es src-dn-format="|dap" dest-dn-format="1dap">
<pl acenent - rul e>
<mat ch- cl ass cl ass- name="i net Or gPer son" ></ mat ch- cl ass>
<pl acenent >cn=<copy- nanme/ >, o=t est </ pl acenent >
</ pl acenment - rul e>
</ pl acement - r ul es>

With this rule, a record with a base class of inetOrgPerson and with the following DN:
dn: cn=Ki m Jones, ou=English, ou=Humanities, o=UofZ

would have the following DN in the destination directory:

dn: cn=Ki m Jones, o=test

Placement Example 2: The following placement rule requires that the record have an sn attribute. If
the record matches this condition, the entry is placed immediately subordinate to the test container
and the left-most component of its source DN is used as part of its DN.

<pl acenent -rul es src-dn-format="1dap" dest-dn-format="1dap">
<pl acenent - rul e>
<match-attr attr-name="sn"></match-attr>
<pl acenment >cn=<copy- nane/ >, o=t est </ pl acenent >
</ pl acenment - rul e>
</ pl acement - r ul es>

With this rule, a record with the following dn and sn attribute:

dn: cn=Ki m Jones, ou=English, ou=Humanities, o=UofZ
sn: Jones

would have the following DN in the destination directory:
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dn: cn=Ki m Jones, o=test

Placement Example 3: The following placement rule requires the record to have an sn attribute. If
the record matches this condition, the entry is placed immediately subordinate to the test container
and its sn attribute is used as part of its DN. The specified attribute in the copy-attr element must be a
naming attribute of the entry's base class.

<pl acenent -rul es src-dn-format="1dap" dest-dn-format="1dap">
<pl acenent - rul e>
<match-attr attr-name="sn"></match-attr>
<pl acenment >cn=<copy-attr attr-nane="sn"/>, o=t est</pl acenent >
</ pl acenment - rul e>
</ pl acenent - rul es>

With this rule, a record with the following dn and sn attribute:

dn: cn=Ki m Jones, ou=English, ou=Humanities, o=UofZ
sn: Jones

would have the following DN in the destination directory:
dn: cn=Jones, o=test

Placement Example 4: The following placement rule requires the record to have an sn attribute. If
the record matches this condition, the source DN is used as the destination DN.

<pl acenent -rul es src-dn-format="1dap" dest-dn-format="1dap">
<pl acenent - rul e>
<match-attr attr-name="sn"></match-attr>
<pl acenent ><copy- pat h/ ></ pl acenent >
</ pl acenment - rul e>
</ pl acement - r ul es>

Placement Example 5: The following placement rule requires the record to have an sn attribute. If
the record matches this condition, the entry's entire DN is copied to the test container.

<pl acenent -rul es src-dn-format="|dap" dest-dn-format="1dap">
<pl acenent - rul e>
<match-attr attr-name="sn"></mtch-attr>
<pl acenent ><copy- pat h- suf fi x/ >, o=t est </ pl acenent >
</ pl acenment - rul e>
</ pl acement - r ul es>

With this rule, a record with the following dn and sn attribute:

dn: cn=Ki m Jones, ou=English, ou=Humanities, o=UofZ
sn: Jones

would have the following DN in the destination directory:
dn: cn=Ki m Jones, ou=English, ou=Humanities, o=UofZ, o=test

Placement Example 6: The following placement rule requires the record to have an sn attribute. If
the record matches this condition, the entry's entire DN is copied to the neworg container.

<pl acenent - rul es>
<pl acenent -rul e>
<mat ch- pat h prefi x="o=engi neering"/>
<pl acenent ><copy- pat h- suf f i x/ >0=newor g</ pl acenent >
</ pl acenment - rul e>
</ pl acenent - rul es>

For example:
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dn: cn=bob, o=engi neeri ng
becomes
dn: cn=bob, o=newor g

Example Command: If the placement rules are saved to a pr 1. xnl file, the following command
instructs the utility to use the rules while processing the lentry. | df file and to send the results to a
destination file, foutt 1. | df .

ice -o -pfile://prl.xm -SLDIF -flentry.ldf -c -DLDF
-fouttl.|df

LDAP Bulk Update/Replication Protocol

The NetlQ Import Conversion Export utility uses the LDAP Bulk Update/Replication Protocol
(LBURP) to send asynchronous requests to an LDAP server. This guarantees that the requests are
processed in the order specified by the protocol and not in an arbitrary order influenced by
multiprocessor interactions or the operating system'’s scheduler.

LBURRP also lets the NetlQ Import Conversion Export utility send several update operations in a
single request and receive the response for all of those update operations in a single response. This
adds to the network efficiency of the protocol.

LBURP works as follows:

The NetlQ Import Conversion Export utility binds to an LDAP server.
The server sends a bind response to the client.

The client sends a start LBURP extended request to the server.

The server sends a start LBURP extended response to the client.

a > w NP

The client sends zero or more LBURP operation extended requests to the server.

These requests can be sent asynchronously. Each request contains a sequence number
identifying the order of this request relative to other requests sent by the client over the same
connection. Each request also contains at least one LDAP update operation.

6. The server processes each of the LBURP operation extended requests in the order specified by
the sequence number and sends an LBURP operation extended response for each request.

7. After all of the updates have been sent to the server, the client sends an end LBURP extended
request to the server.

8. The server sends an end LBURP extended response to the client.

The LBURP protocol lets NetlQ Import Conversion Export present data to the server as fast as the
network connection between the two will allow. If the network connection is fast enough, this lets the
server stay busy processing update operations 100% of the time because it never has to wait for
NetlQ Import Conversion Export to give it more work to do.

The LBURP processor in eDirectory also commits update operations to the database in groups to
gain further efficiency in processing the update operations. LBURP can greatly improve the efficiency
of your LDIF imports over a traditional synchronous approach.

LBURP is enabled by default, but you can choose to disable it during an LDIF import.

To enable or disable LBURP during an LDIF import:

1 In NetlQ iManager, click the Roles and Tasks button @

2 Click eDirectory Maintenance > Import Convert Export Wizard.
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3 Click Import Data From File on Disk, then click Next.

4 Select LDIF from the File Type drop-down list, then specify the name of the LDIF file containing
the data you want to import.

5 Click Next.

6 Specify the LDAP server where the data will be imported and the type of login (anonymous or
authenticated).

7 Under Advanced Setting, select Use LBURP.

8 Click Next, then follow the online instructions to complete the remainder of the LDIF Import
Wizard.

IMPORTANT: Because LBURP is a relatively new protocol, eDirectory servers earlier than version
8.5 (and most non-eDirectory servers) do not support it. If you are using the NetlQ eDirectory Import/
Export Wizard to import an LDIF file to one of these servers, you must disable the LBURP option for
the LDIF import to work.

You can use the command line option to enable or disable LBURP during an LDIF import. For more
information, see “-B” on page 171.

Improving the Speed of LDIF Imports

In cases where you have thousands or even millions of records in a single LDIF file you are importing,
consider the following:

+ “Importing Directly to a Server with a Read/Write Replica” on page 191
¢ “Using LBURP” on page 191

+ “Configuring the Database Cache” on page 192

+ “Using Simple Passwords” on page 192

+ “Using Indexes Appropriately” on page 192

Importing Directly to a Server with a Read/Write Replica

If it's possible to do so, select a destination server for your LDIF import that has read/write replicas
containing all the entries represented in the LDIF file. This will maximize network efficiency.

Avoid having the destination server chain to other eDirectory servers for updates. This can severely
reduce performance. However, if some of the entries to be updated are only on eDirectory servers
that are not running LDAP, you might need to allow chaining to import the LDIF file.

For more information on replicas and partition management, see Chapter 6, “Managing Partitions and
Replicas,” on page 143.

Using LBURP

NetlQ Import Conversion Export maximizes network and eDirectory server processing efficiency by
using LBURP to transfer data between the wizard and the server. Using LBURP during an LDIF
import greatly improves the speed of your LDIF import.

For more information on LBURP, see “LDAP Bulk Update/Replication Protocol” on page 190.
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Configuring the Database Cache

The amount of database cache available for use by eDirectory has a direct bearing on the speed of
LDIF imports, especially as the total number of entries on the server increases. When doing an LDIF
import, you might want to allocate the maximum memory possible to eDirectory during the import.
After the import is complete and the server is handling an average load, you can restore your
previous memory settings. This is particularly important if the import is the only activity taking place
on the eDirectory server.

For more information on configuring the eDirectory database cache, see Chapter 19, “Maintaining
NetlQ eDirectory,” on page 511.

Using Simple Passwords

NetlQ eDirectory uses public and private key pairs for authentication. Generating these keys is a very
CPU-intensive process. With eDirectory 8.7.3 onwards, you can choose to store passwords using the
simple password feature of NetlQ Modular Authentication Service (NMAS). When you do this,
passwords are kept in a secure location in the directory, but key pairs are not generated until they are
actually needed for authentication between servers. This greatly improves the speed for loading an
object that has password information.

To enable simple passwords during an LDIF import:

1 In NetlQ iManager, click the Roles and Tasks button @

2 Click eDirectory Maintenance > Import Convert Export Wizard.
3 Click Import Data From File on Disk, then click Next.
4

Select LDIF from the File Type drop-down list, then enter the name of the LDIF file containing the
data you want to import.

Click Next.

6 Specify the LDAP server where the data will be imported and the type of login (anonymous or
authenticated).

7 Under Advanced Setting, select Store NMAS Simple Passwords/Hashed Passwords.

al

8 Click Next, then follow the online instructions to complete the remainder of the LDIF import
wizard.

If you choose to store passwords using simple passwords, you must use an NMAS-aware Novell
Client to log in to the eDirectory tree and access traditional file and print services. NMAS must also be
installed on the server. LDAP applications binding with name and password will work seamlessly with
the simple password feature.

For more information on NMAS, see the NetlQ Modular Authentication Services Administration Guide
(https:/lwww.netiq.com/documentation/edir88/nmas88/data/bookinfo.html).

Using Indexes Appropriately

Having unnecessary indexes can slow down your LDIF import because each defined index requires
additional processing for each entry having attribute values stored in that index. You should make
sure that you don’'t have unnecessary indexes before you do an LDIF import, and you might want to
consider creating some of your indexes after you have finished loading the data reviewed predicate
statistics to see where they are really needed.

For more information on tuning indexes, see “Index Manager” on page 193.
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Index Manager

Index Manager is an attribute of the Server object that lets you manage database indexes. These
indexes are used by eDirectory to significantly improve query performance.

NetlQ eDirectory ships with a set of indexes that provide basic query functionality. These default
indexes are for the following attributes:

CN Aliased Object Name

dc Obituary

Given Name Member

Surname Reference

uniquelD Equivalent to Me

GUID NLS: Common Certificate
cn_SS Revision

uniquelD_SS extensioninfo
IdapAttributeList IdapClassList

You can also create customized indexes to further improve eDirectory performance in your
environment. For example, if your organization has implemented a new LDAP application that looks
up an attribute not indexed by default, it might be useful to create an index for that attribute.

NOTE: Although indexes improve search performance, additional indexes also add to directory
update time. As a general rule, create new indexes only if you suspect performance issues are
related to a particular directory lookup.

Using NetlQ iManager, you can create or delete indexes. You can also view and manage the
properties of an index, including the index name, state, type, rule, and attribute indexed.

Creating an Index

In NetlQ iManager, click the Roles and Tasks button @
Click eDirectory Maintenance > Index Management.
Select a server from the list of available servers.

On the Modify Indexes page, click Create.

a b~ W N P

Enter the Index Name.
If you do not enter an index name, the attribute is automatically assigned as the index name.

IMPORTANT: The $ character is used as a delimiter for attribute values. If you use the $
character in your index name, you must use a preceding backslash (/) character to escape the $
character when working with indexes via LDAP.

6 Select an attribute.
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7 Select the index rule.

+ Value matches the entire value or the first part of the value of an attribute. For example,
value matching could be used to find entries with a LastName that is equal to “Jensen” and
entries with a LastName that begins with “Jen.”

+ Presence requires only the presence of an attribute rather than specific attribute values. A
query to find all entries with a Login Script attribute would use a presence index.

+ Substring matches a subset of the attribute value string. For example, a query to find a
LastName with “der” would return matches for Derington, Anderson, and Lauder.

A substring index is the most resource-intensive index to create and maintain.
8 Click OK to update the index table.
9 Click Apply to restart Limber as a background process and initiate the change.

Deleting an Index

Indexes might outlive their usefulness. You can delete user-defined and auto-created indexes that are
no longer a benefit.

In NetlQ iManager, click the Roles and Tasks button @

Click eDirectory Maintenance > Index Management.

Select a server from the list of available servers.

On the Modify Indexes page, select the user- or auto-added index you want to delete.
Click Delete to update the index table.

o 01~ W N PP

Click Apply to restart Limber as a background process and initiate the change.

Taking an Index Offline

During peak times you might want to tune performance by temporarily taking indexes offline. For
example, to achieve additional bulk-load speed, you might want to suspend all of the user-defined
indexes. Because each object addition or modification requires updating defined indexes, having all
indexes active might slow down bulk-loading of data. After the bulk-load is completed, the indexes
can be brought online again.

1 In NetlQ iManager, click the Roles and Tasks button @

2 Click eDirectory Maintenance > Index Management.

3 Select a server from the list of available servers.

4 On the Modify Indexes page, select the indexes you want to take offline, then click Change State.

The index state changes from Online to Offline in the display table. An index can be in any of the
following states:

¢ Online : Currently running.
+ Offline : Suspended. The index can be started again by clicking Bring Online.
+ New : Waiting to move to Online.
+ Deleted : Waiting to be removed from the index table.
5 Click Apply.

NetlQ eDirectory Management Utilities



Managing Indexes on Other Servers

If you've found a particular index to be useful on one server and you see the need for this index on
another server, you can copy the index definition from one server to another. In reviewing predicate
data, you might also find just the opposite case: an index that was meeting a need for several servers
is no longer useful on one of these servers. In that case, you could delete the index from the single
server that isn't benefitting from the index.

Index Manager allows you to target a single instance of an index without impacting all instances.

In NetlQ iManager, click the Roles and Tasks button @

Click eDirectory Maintenance > Index Management.

Select a server from the list of available servers.

To copy an index definition to another server on the same tree, click Modify Index Location.
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Select the index definition you want to copy.
When you select an index, servers in the tree providing that index are listed.

»

Use the columns provided to move a copy of the index to the desired server.
7 Click Apply.

eDirectory Service Manager

The eDirectory Service Manager provides information about available eDirectory services and their
states. You can also use the Service Manager to start and stop these services.

Service Manager manages only eDirectory services. This is done with the help of the dsser vcf g. xm
configuration file, which lists the services to be managed on various platform. It also lets you add or
remove services from the list.

You can access the eDirectory Service Manager through the following methods:

+ “Using the Client Service Manager eMTool” on page 195
+ “Using the Service Manager Plug-In to NetlQ iManager” on page 196

Using the Client Service Manager eMTool

The eDirectory Management Toolbox (eMBox) Client is a command line Java client that gives you
remote access to the eDirectory Service Manager eMTool. The enboxcl i ent.j ar file is installed on
your server as part of eDirectory. You can run it on any machine with a JVM. For more information on
the Client, see “Using the Command Line Client” on page 542.

To use the Client Service Manager eMTool:
1 Run the Client in interactive mode by entering the following at the command line:
java -cp path_to_the_file/enboxclient.jar -i

(If you have already put the emboxcl i ent . j ar file in your class path, you only need to enter
java -i.)

The Client prompt appears:
dient>

2 Log in to the server that will run Service Manager by entering the following:
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login -s server_nane_or _| P_address -p port_nunber
-u usernane.context -w password -n

The port number is usually 80 or 8028, unless you have a Web server that is already using the
port. The - n option opens a nonsecure connection.

The Client indicates whether the login is successful.

3 Enter one of the following Service Manager commands:

Command Description

servi ce. servi celLi st Lists the available eDirectory services.
service.serviceStart -n Mdul e_nane Starts the specified eDirectory service.
servi ce. serviceStop -n Mdul e_nane Stops the specified eDirectory service.

service. servicelnfo -n Mdul e_nane Displays information for the specified service.

You can also use the | i st -t servi ce command in the Client to list the Service Manager
options with details. See “Listing eMTools and Their Services” on page 545 for more information.

4 Log out from the Client by entering the following command:

| ogout

5 Exit the Client by entering the following command:

exit

Using the Service Manager Plug-In to NetlQ iManager

1 In NetlQ iManager, click the Roles and Tasks button @

2 Click eDirectory Maintenance > Service Manager.

3 Specify the server you want to manage, then click OK.

4 Authenticate to the selected server, then click OK.

5 Use the following icons to check the status of any eDirectory service, or to start or stop a service:

Icon Description

A service is running.
A service is stopped.
Starts a service.

A service is running but you can't stop it.

o

=]

®

& Stops a service.
™
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Offline Bulkload Utility

Idif2dib utility lets you bulkload data from LDIF files to the NetlQ eDirectory database (DIB), when the
eDirectory server is offline. eDirectory supports this utility on both Linux and Windows platforms. This
is an offline utility and achieves faster bulkloads compared to the other online tools. The utility uses
the existing directory and does not create a new database while importing entries from an LDIF file to
the DIB.

Idif2dib utility is needed when you need to populate a large user database with entries from an LDIF
file. Online tools such as ICE or Idapmodify are slower compared to Idif2dib due to overheads
associated with online bulk load such as schema checking, protocol translation, and access control
checks. Idif2dib allows for fast up time when a large user database needs to be populated and when
initial down time is not an issue.

Improving Bulkload Performance

eDirectory provides you with new options to increase the bulkload performance.

The following are the tunable parameters for bulkload performance using the NetlQ Import Convert
Export (ICE) utility.

+ “eDirectory Cache Settings” on page 197

+ “LBURP Transaction Size Setting” on page 197

+ ‘“Increasing the Number of Asynchronous Requests in ICE” on page 198

+ “Increased Number of LDAP Writer Threads” on page 199

+ “Disabling Schema Validation in ICE” on page 199

+ “Backlinker” on page 199

+ “Disabling ACL Templates” on page 199

+ “Enabling/Disabling Inline Cache” on page 201

+ ‘“Increasing the LBURP Time Out Period” on page 201

Also refer to the various operating system tunable parameters.

eDirectory Cache Settings

To optimize the bulkload performance, allocate a higher percentage of the eDirectory cache for block
cache.

For more details refer to “Tuning eDirectory Subsystems” in the NetlQ eDirectory Tuning Guide.

LBURP Transaction Size Setting

The LBURP transaction size sets the number of records that are sent from ICE to the LDAP server
during a single transaction. Increasing this value can improve bulkload performance, assuming that
you have adequate memory and that the increase does not cause 1/O contention.

The default transaction size is 25, which is appropriate for small LDIF files (fewer than 100,000
operations) but not for a large number of records. The LBURP transaction size can be set between 1
and 350.
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Modifying the Transaction Size

To modify the transaction size, modify the required value for the n4u.ldap.lburp.transize parameter in
/ etc/opt/novel |/ eDirectory/ conf/nds. conf. Inideal scenarios, a higher transaction size
ensures faster performance. However, the transaction size must not be set to arbitrarily high values
for the following reasons:

+ Alarger transaction size requires the server to allocate more memory to process the transaction.
If the system is running low on memory, this can cause a slowdown due to swapping.

+ The LDIF file should be free of errors and any entries already existing in eDirectory should be
commented out. Even if a single error exists in the transaction (including cases where the object
to be added already exists in the directory), eDirectory ignores the LBURP transaction setting
and performs a commit after each operation to ensure data integrity.

For more information, see “Debugging LDIF Files” in the NetlQ eDirectory Troubleshooting
Guide.

+ LBURP optimization works only for leaf objects. If the transaction contains both a container and
its subordinate objects, eDirectory treats this as an error. To avoid this, we recommend loading
the container objects first using a separate LDIF file or enables the use of forward references.

For more information, see “Enabling Forward References” in the NetlQ eDirectory
Troubleshooting Guide.

Increasing the Number of Asynchronous Requests in ICE

This refers to the number of entries the ICE client can send to the LDAP server asynchronously
before waiting for any result back from the server.

The number of asynchronous requests can be set between 10 and 200. The default value is 100. Any
value less than the minimum value (10) would fallback to the default. The minimum value is
appropriate for small LDIF files.

In ideal scenarios, a higher window size ensures faster performance. However, the window size must
not be set to arbitrarily high values because a larger window size requires the client to allocate more
memory to process the entries in the LDIF file. If the system is running low on memory, this can cause
a slowdown due to swapping.

You can modify the number of asynchronous requests in ICE using either the ICE command line
option or iManager.

Using ICE Command Line Option

The number of asynchronous requests can be specified using the ICE command line option -Z. This
is available as part of the LDAP destination handler.

To set the number of asynchronous requests sent by the ICE client to 50, you would enter the
following command:

ice -SLDIF -f LDIF file -a -c -DLDAP -d cn_of _adnmin -Z50 -w password

Using iManager ICE Wizard

To set the number of asynchronous requests sent by the ICE client through iManager:

1 Click the Roles and Tasks button @

2 Click eDirectory Maintenance > Import Convert Export Wizard.
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3 Type the value in the LBURP Window Size field in the LDAP Destination Handler screens in both
the Importing Data from a File and Migrating Data between LDAP Servers tasks.

4 Click Next.
For more information, refer to the help provided in the Wizard.

Increased Number of LDAP Writer Threads

The LDAP server now has multiple writer threads. Use the -F ICE command line option for enabling
forward referencing to avoid any possible errors due to concurrent processing as follows:

ice -SLDIF -f LDIF file -a -c -DLDAP -d cn_of _admin -w password -F

Disabling Schema Validation in ICE

Use the -C and -n ICE command line options to disable schema validation at the ICE client as follows:

ice -C-n -SLDIF -f LDIF file -a -c -DLDAP -d cn_of _admi n -w password

Backlinker

Backlinker is a background process that checks the referential integrity among other checks runs 50
minutes after the eDirectory server comes up. The subsequent time it runs is after 13 hours. Ensure
that backlinker does not run during the bulkload process. In case backlinker runs, depending on the
time and the number of objects loaded, backlinker can hinder the bulkload

Disabling ACL Templates

You can disable the Access Control List (ACL) templates to increase the bulkload performance. The
implication of this is that some of the ACLs will be missing. However, you can resolve this by adding
the required ACLs to the LDIF file or applying them later.

1 Run the following command:

| dapsearch -D cn_of _admin -w password -b cn=schema -s base
obj ect cl asses=i net or gper son

The output of this command would be similar to the following:

dn: cn=schema

obj ect O asses: ( 2.16.840.1.113730.3.2.2 NAME 'inetO gPerson' SUP
or gani zat i onal Per son STRUCTURAL MAY ( groupMenbership $ ndsHonmeDirectory
$ 1 ogi nAl l owedTi neMap $ | ogi nDi sabled $ | ogi nExpirationTinme $
| oginGraceLimt $ |oginGaceRemaining $ |oginlntruderAddress $
loginlntruderAttenpts $ loginlntruderResetTime $
| ogi nMaxi mun®i mul t aneous $ | oginScript $ loginTinme $
net wor kAddr essRestri ction $ networkAddress $ passwordsUsed $
passwor dAl | owChange $ passwor dExpirationlnterval $
passwor dExpi rati onTi ne $passwordM ni nunLength $ passwordRequired $
passwor duni queRequired $ printJobConfiguration $ privateKey $ Profile $
publicKey $ securityEquals $ accountBalance $ allowUnlinmitedCredit $
m ni mum Account Bal ance $ nmessageServer $ Language $ UD $
| ockedByl ntruder $ serverHolds $ |astLoginTime $ typeCreatorMap $
hi gherPrivileges $ printerControl $ securityFlags $ profileMenbership $
Ti mezone $ sASServi ceDN $ sASSecretStore $ sASSecret StoreKey $
sASSecret StoreData $ sASPKI St oreKeys $ userCertificate
$nDSPKI User Certificatelnfo $ nDSPKI Keystore $ rADl USActi veConnections $
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rADIUS AttributelLists $ rAD USConcurrentLimt $ rAD USConnecti onHi story
$ rADI USDefa ultProfile $ rAD USDi al AccessG oup $ rADI USEnabl eDi al Access
$ r ADl USPassword $ rADI USServi ceList $ audio $ businessCategory $
car Li cense $ departnent Nunbe r $ enpl oyeeNunber $ enpl oyeeType $
gi venName $ honmePhone $ honePostal Address $ initials $ jpegPhoto $
| abel edUri $ mail $ nmanager $ nobile $ pager $ | dap Photo $
pref erredLanguage $ roomNunber $ secretary $ uid $ userSM MECertifica te
$ x500Uni quel dentifier $ displayName $ user PKCS12 ) X- NDS_NAME ' User' X
- NDS_NOT_CONTAI NER ' 1' X- NDS_NONREMOVABLE ' 1' X-NDS_ACL_TEMPLATES (
"2#subtree#[ Sel f]#[ Al Attributes Rights]' '6#entry#[ Sel f]#l ogi nScript’
" 1#subtree#[ Root Tenplate] #[Entry Rights]' ' 2#entry#[ Public]#messageServer'
' 2#ent ry#[ Root Tenpl at e] #gr oupMenber shi p'
" 6#ent ry#[ Sel f]#printJobConfiguration' ' 2#entry#[ Root
Tenpl at e] #net wor kAddr ess' ) )

2 In the output noted in the previous step, delete the information marked in bold.
3 Save the revised output as an LDIF file.
4 Add the following information to the newly saved LDIF file:

dn: cn=schema

changetype: nodify

del ete: objectcl asses

obj ectcl asses: ( 2.16.840.1.113730. 3. 2.2 )-add: obj ectcl asses

Therefore, your LDIF should now be similar to the following:

dn: cn=schema
changetype: nodify
del ete: objectcl asses
obj ectcl asses: ( 2.16.840.1.113730.3.2.2)
add: obj ect cl asses
obj ect O asses: ( 2.16.840.1.113730.3.2.2 NAME 'inet O gPerson' SUP
organi zati on al Person STRUCTURAL MAY ( groupMenbership $ ndsHoneDirectory
$ 1 ogi nAl Il owedTi reMap $ | ogi nDi sabl ed $ | ogi nExpirationTine $
| oginGraceLimt $ |oginGaceRemaining $ |oginlntruderAddress $
loginlntruderAttenpts $ loginlntruderResetTime $
| ogi nMaxi munsi mul t aneous $ | oginScript $ loginTinme $
net wor kAddr essRestri ction $ networkAddress $ passwordsUsed $
passwor dAl | owChange $ passwor dExpirationlnterval $
passwor dExpirationTi ne $ passwor dM ni munLength $ passwor dRequi red
$passwor dUni queRequired $ printJobConfiguration $ privateKey $ Profile $
publicKey $ securityEquals $ accountBalance $ allowUnlinmitedCredit $
m ni mum Account Bal ance $ nmessageServer $ Language $ UD $
| ockedByl ntruder $ serverHolds $ |astLoginTime $ typeCreatorMap $
hi gherPrivileges $ printerControl $ securityFlags $ profileMenbership $
Ti mezone $ sASServi ceDN $ sASSecretStore $ sASSecret StoreKey $
sASSecret StoreData $ sASPKI St oreKeys $ userCertificate $
nDSPKI User Certificatelnfo $ nDSPKI Keystore $ r ADI USActi veConnecti ons $
rADI USAttributeLists $ rADI USConcurrentLinmit $ rAD USConnectionHistory $
r ADI USDefa ultProfile $ rAD USD al AccessG oup $ rADI USEnabl eDi al Access
$r ADI USPassword $ r ADI USSer vi ceLi st $ audio $ businessCategory $
carLi cense
$ departnment Nunbe r $ enpl oyeeNunber $ enpl oyeeType $ gi venNane $
homePhone $ honmePostal Address $ initials $ jpegPhoto $ |abeledUri $ muil
$ manager $ nobile $ pager $ I dap Photo $ preferredLanguage $ roonmNunber
$ secretary $ uid $ userSM MECertifica te $ x500Uni queldentifier $
di spl ayNane $ user PKCS12 ) X-NDS _NAME ' User' X-ND S _NOT_CONTAINER '1' X
- NDS_NONREMOVABLE ' 1')
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5 Enter the following command:
| dapnodi fy -D cn_of _admin -w password -f LDIF_file_nane

For more information on working with ACLs, refer to the NetlQ eDirectory Tuning Guide.

Enabling/Disabling Inline Cache

You can enable or disable the Inline Change Cache for a server. You can disable Inline Change
Cache only when Outbound Synchronization is disabled. Enabling Outbound Synchronization also
enables Inline Change Cache.

Disabling Inline Change Cache marks the change cache as invalid for this replica and tags it with an
invalid flag in Agent Configuration > Partitions. Enabling Inline Change Cache removes the invalid
change cache flag when the change cache is rebuilt.

Increasing the LBURP Time Out Period

By default, the time out period for a client is 20 minutes (1200 seconds). But during bulkload, with the
LBURP transaction size as high as 250, objects with large number of attributes with huge values for
these attributes, and with LBURP concurrent processing enabled at the server, the server gets busy
processing data pumped in by the ICE client without responding to the client in the stipulated time.
This times out the ICE client

Therefore, we recommend you to increase the time out period. You can do this by exporting the
environment variable LBURP_TIMEOUT with high values (in seconds).

For example, to export the LBURP_TIMEOUT variable with 1200 seconds, enter the following:
export | CE_LBURP_TI MEQUT=1200

Using Idif2dib for Bulkloading

You can specify the LDIF file containing the data to be imported and the path to the database files
where data needs to be imported through the command line interface. Using Idif2dib to bulkload data
requires the following steps:

1 Take a backup of the DIB.

For more information on the backup and restore process, see Chapter 15, “Backing Up and
Restoring NetlQ eDirectory,” on page 407.

2 Stop the eDirectory server.
3 To start bulkloading from the LDIF file, enter the following at the command prompt:

Idif2dib <LDIF File Nane> [ Opti ons]

Where
+ LDIF File Name: Specifies the name of LDIF file to bulkload.

+ Options: These are optional and specify the different parameters that you can use for
tuning this utility. The options supported by the Idif2dib utility are listed below:

For example, if you want to set the options for specifying batch mode, cache size and block
cache percentage options, enter the following command:

Idif2dib IMIlionUsers.Idif -b/novell/log/logfile.txt -c314572800 -p90
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TIP: You can temporarily suspend the bulkload by pressing the s/S key. The Escape key (Esc)
can be used to stop the bulkload.

Multiple Instances

Idif2dib can be used to bulkload entries from LDIF files to a particular instance of eDirectory (DIB) by
specifying the location of its nds.db file with the -n option. If the location of the nds.db file is not
specified with the -n option and if there is a single instance of eDirectory configured on the system,
Idif2dib automatically detects the location of its database files. However, if there are multiple
instances, Idif2dib displays a menu listing all configured instances and allows you to choose an
instance for bulkload.

For more information on the multiple instances of eDirectory, see Using ndsconfig to Configure
Multiple Instances of eDirectory 9.0 in the NetlQ eDirectory Installation Guide.

Tuning Idif2dib

This section contains information about the parameters that can be used to tune Idif2dib:

+ “Tuning the Cache” on page 202

+ “Transaction Size” on page 202

+ “Index” on page 203

+ “Block Cache Percent” on page 203
+ “Check Point Interval” on page 203

Tuning the Cache

The database cache setting is one of the more significant settings that affects the eDirectory
performance. If it is set too low, eDirectory operations slow down because information must be
retrieved from the disk more often. If it is set too high, enough memory is not available for other
processes to run and the whole system slows down. For more information on cache, see Modifying
FLAIM Cache Settings in the NetlQ eDirectory Tuning Guide.

Bulkload performance generally increases on increasing the cache size. However, no performance
improvement has been observed by increasing the cache size beyond a value which is 3.8 times the
size of the LDIF file.

Transaction Size

The transaction size defines the chunk size in terms of number of objects per transaction. When the
transaction size is high, a small number of large chunk writes result and when it is low, a large
number of small chunk writes result.

The bulkload performance increases with higher transaction sizes. A transaction size of zero results
in a special case which allows unlimited objects per transaction. When the transaction size is zero,
the performance is high because the commit is done at the end of the bulkload. However, we do not
recommend you to set the transaction size to 0 for very large LDIF files (larger than one million
objects). You can set the transaction size as high as 4000 for very large LDIF files.
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Index

Although use of indexes leads to a higher search performance, it makes bulkload slower because
indexes need to be updated for every object loaded to the DIB. This is especially true for substring
indexes. Therefore when you are bulkloading large number of objects, you can suspend indexes to
speed up the bulkload. The indexes are automatically resumed when eDirectory server is brought up.
Use the -x option to disable indexes before loading entries using Idif2dib.

Block Cache Percent

If the sub-string indexes are enabled for attributes, it is recommended to set the block cache percent
to 50%, and if the sub-string indexes are disabled for attributes, you can set the block cache percent
to 90%.

Check Point Interval

Checkpoint interval is the time for which the database waits before it initiates the checkpoint
background thread which brings the on-disk version of the database up to the same coherent state as
the in-memory (cached) database. This check point thread flushes the dirty cache to the disk,
followed by cleaning up the roll forward log. Since bulkload is temporarily suspended while check
point thread runs, we recommend that you set the check point interval to a high value to achieve
faster bulkloads.

Limitations

This section contains limitations of the Idif2dib utility:

+ “Schema” on page 203

+ “ACL Templates” on page 203

+ “Options” on page 204

+ “Simple Password LDIF” on page 204
¢ “Custom Classes” on page 204

+ “Filtered Replicas” on page 204

Schema

+ The LDIF file should mention all the object classes that an entry belongs to. An entry can belong
to multiple object classes because of inheritance. For example, an entry of type inetOrgPerson
should have following syntax in the LDIF file:

obj ectcl ass: inetorgperson

obj ectcl ass: organi zati onal Person
obj ectcl ass: person

obj ectcl ass: top

¢ Currently, following syntaxes are not supported:

ACL Templates

ACLs that are specified in the ACL templates for an object class, are not automatically added for
objects bulkloaded using ldif2dib.
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Options

On Linux, if the -b option is used, the screen that displays statistics disappears after the bulkload is
complete. The final statistics, however, are written to the log file for reference.

Simple Password LDIF

On Windows, while uploading LDIF having simple password, Idif2dib might fail if the NICI keys in
system and Administrator folder are not in sync. To work around this issue, access the keys present
in the ni ci / syst emfolder as follows:
1 Go to the C:\ W ndows\ syst enB2\ novel | \ ni ci\fol der.
2 Backup the files present in the Administrator folder.
3 Get access to the system folder and its files by following the below mentioned steps:
3a Go to the Security tab in the Properties window of the system folder.
3b Select Advanced Options and go to Owner tab.
3c Select Administrator.
3d Go back to the Security tab and add Administrator to the list.
Repeat the similar steps to get read access to all the files present inside the system folder.
4 Overwrite the files in the Administrator folder with the ones in the system folder.
5 Once the upload is done, copy the backed up files to the Administrator folder.
6 Revert the Administrator's access to the system folder and also the files within the folder.

Custom Classes

Bulkloading an LDIF with a large number of container objects using Idif2dib can result in a memory
build up leading to a -150 error being reported.

Filtered Replicas

eDirectory does not support bulkloading operations to filtered replicas.

Caveats

Behavior of Idif2dib is undefined in the following scenarios:

+ “Duplicate Entries” on page 204

+ “No Schema Checks” on page 205

+ ‘“Insufficient Space on Hard-Drive” on page 205
+ “Forced Termination” on page 205

+ “Terminal Resizing” on page 205

Duplicate Entries

Uploading LDIF files having duplicate entries or having entries already present in the DIB, without the
-u option would cause the entry to be added more than once, leading to an inconsistent state of the
DIB. So if you are not sure if entries are repeated in the LDIF or if they are present in DIB before the
bulkload, use the -u option during bulkload.
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No Schema Checks

Idif2dib does not perform any schema checks. As a result, you can add an attribute to an object even
if the attribute does not belong to the schema of the object. This would leave the DIB in an
inconsistent state. Use Idif2dib only when you are sure that the LDIF data does not need schema
checks.

Insufficient Space on Hard-Drive

Behavior of Idif2dib is undefined when there is not enough space on the hard-drive for all the objects
being loaded. You need to make sure that there is sufficient space for all the objects before starting
the bulkload.

Forced Termination

Forcefully terminating the Idif2dib process can leave the DIB in an inconsistent state. Use the Escape
key to gracefully exit the bulkload.

Terminal Resizing

Resizing the terminal during bulkload can distort the statistics displayed on the user interface.
Terminal resizing should be avoided while bulkload is in progress.

LDIF Files

The NetlQ Import Conversion Export utility lets you easily import LDIF files into and export LDIF files
from eDirectory. For more information, see “NetlQ Import Conversion Export Utility” in the NetlQ
eDirectory Administration Guide.

In order for an LDIF import to work properly, you must start with an LDIF file that the NetlQ Import
Conversion Export utility can read and process. This section describes the LDIF file format and
syntax and provides examples of correct LDIF files.

¢ “Understanding LDIF” on page 205

+ “Debugging LDIF Files” on page 213

+ “Using LDIF to Extend the Schema” on page 218

+ “|dif2dib Limitations” on page 222

Understanding LDIF

LDIF is a widely used file format that describes directory information or modification operations that
can be performed on a directory. LDIF is completely independent of the storage format used within
any specific directory implementation, and is typically used to export directory information from and
import data to LDAP servers.

LDIF is usually easy to generate. This makes it possible to use tools like awk or perl to move data
from a proprietary format into an LDAP directory. You can also write scripts to generate test data in
LDIF format.
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LDIF File Format

NetlQ Import Conversion Export imports require LDIF 1 formatted files. The following are the basic
rules for an LDIF 1 file:

¢ The first non-comment line must be version: 1.

+ A series of one or more records follows the version.

+ Each record is composed of fields, one field per line.

+ Lines are separated by either a new line or a carriage return/new line pair.

+ Records are separated by one or more blank lines.

+ There are two distinct types of LDIF records: content records and change records. An LDIF file
can contain an unlimited number of records, but they all must be of the same type. You can’t mix
content records and change records in the same LDIF file.

+ Any line beginning with the pound sign (#) is a comment and is ignored when processing the
LDIF file.

LDIF Content Records

An LDIF content record represents the contents of an entire entry. The following is an example of an
LDIF file with four content records:

1 version: 1

2 dn: c=US

3 objectC ass: top

4 objectdass: country

5

6 dn: |=San Francisco, c=US
7 objectC ass: top

8 objectClass: locality

9 st: San Francisco
10
11 dn: ou=Artists, |=San Francisco, c=US

12 objectd ass: top

13 obj ectd ass: organi zati onal Unit
14 tel ephoneNunber: +1 415 555 0000
15

16 dn: cn=Peter M chaels, ou=Artists, |=San Francisco, c=US
17 sn: Mchael s

18 gi vennane: Peter

19 objectd ass: top

20 obj ectd ass: person

21 objectd ass: organi zati onal Person
22 objectd ass: i Net OrgPerson

23 tel ephonenunber: +1 415 555 0001

24 mail: Peter.M chael s@aa. com
25 userpassword: Peter123
26

This LDIF file is composed of the following parts:
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Component Description

Version Specifier The first line of an LDIF file contains the version. Zero or more
spaces are allowed between the colon and the version number,
which is currently defined to be 1.

If the version line is missing, any application processing the LDIF
file is allowed to assume that the file is version 0. It's also possible
that the LDIF file could be rejected as syntactically incorrect. NetlQ
utilities that process LDIF assume a file version of 0 when the
version line is missing.

Distinguished Name Specifier The first line of every content record (lines 2, 6, 11, and 16 in the
example above) specifies the DN of the entry that it represents.

The DN specifier must take one of the following two forms:

* dn: safe_UTF-8_distinguished_name
+ dn:: Base64_encoded_distinguished_name

Line Delimiters The line separator can be either a line feed or a carriage return/line
feed pair. This resolves a common incompatibility between Linux
and Solaris text files, which use a line feed as the line separator,
and MS-DOS* and Windows text files, which use a carriage return/
line feed pair as the line separator.

Record Delimiters Blank lines (lines 5, 10, 15, and 26 in the example above) are used
as record delimiters.

Every record in an LDIF file including the last record must be
terminated with a record delimiter (one or more blank lines).
Although some implementations will silently accept an LDIF file
without a terminating record delimiter, the LDIF specification
requires it.

Attribute Value Specifier All other lines in a content records are value specifiers. Value
specifiers must take on one of the following three forms:

+ Attribute description: value
+ Attribute description:: Base64_encoded_value

+ Attribute description: < URL

LDIF Change Records

LDIF change records contain modifications to be made to a directory. Any of the LDAP update
operations (add, delete, modify, and modify DN) can be represented in an LDIF change record.

LDIF change records use the same format for the distinguished name specifier, attribute value
specifier, and record delimiter as LDIF content records. (See “LDIF Content Records” on page 206 for
more information.) The presence of a changet ype field is what distinguishes an LDIF change record
from an LDIF content record. A changet ype field identifies the operation specified by the change
record.

A changet ype field can take one of the following five forms:
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Form Description

changetype: add A keyword indicating that the change record specifies an LDAP add
operation.

changetype: delete A keyword indicating that the change record specifies an LDAP delete
operation.

changetype: moddn A keyword indicating that the change record specifies an LDAP modify

DN operation if the LDIF processor is bound to the LDAP server as a
version 3 client or a modify RDN operation if the LDIF processor is
bound to the LDAP server as a version 2 client.

changetype: modrdn A synonym for the moddn change type.
changetype: modify A keyword indicating that the change record specifies an LDAP modify
operation.

The Add Change Type

An add change record looks just like a content change record (see “LDIF Content Records” on
page 206) with the addition of the changetype: add field immediately before any attribute value fields.

All records must be the same type. You can’t mix content records and change records.

1 version: 1

2 dn: c=US

3 changetype: add

4 objectC ass: top

5 objectd ass: country

6

7 dn: |=San Francisco, c=US

8 changetype: add

9 objectC ass: top

10 objectCl ass: locality

11 st: San Francisco

12

14 dn: ou=Artists, |=San Francisco, c=US
15 changetype: add

16 objectd ass: top

17 obj ectd ass: organizational Unit
18 tel ephoneNunber: +1 415 555 0000
19

20 dn: cn=Peter M chaels, ou=Artists, |=San Francisco, c=US
21 changetype: add

22 sn: Mchael s

23 gi vennane: Peter

24 objectd ass: top

N
a1

obj ect Cl ass: person

obj ect Gl ass: organi zati onal Person
obj ect Gl ass: i Net OrgPerson

t el ephonenunber: +1 415 555 0001
mai | : Peter.M chael s@aa. com

user password: Peter123

WWNNDNDN
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The Delete Change Type

Because a delete change record specifies the deletion of an entry, the only fields required for a delete
change record are the distinguished name specifier and a delete change type.

The following is an example of an LDIF file used to delete the four entries created by the LDIF file

shown in “The Add Change Type” on page 208.

IMPORTANT: To delete entries you have previously added, reverse the order of the entries. If you do
not do this, the delete operation fails because the container entries are not empty.

dn: cn=Peter M chaels, ou=Artists, |=San Francisco, c=US

1 version: 1

2

3 changetype: delete

4

5 dn: ou=Artists, |=San Francisco, c=US
8 changetype: delete

9

10 dn: I =San Franci sco, c=US
11 changetype: delete

12

13 dn: c=US

14 changetype: delete

15

The Modify Change Type

The modify change type lets you to specify the addition, deletion, and replacement of attribute values
for an entry that already exists. Modifications take one of the following three forms:

Element

Description

add: attribute type

delete: attribute type

replace: attribute type

A keyword indicating that subsequent attribute value
specifiers for the attribute type should be added to the entry.

A keyword indicating that values of the attribute type are to be
deleted. If attribute value specifiers follow the delete field, the
values given are deleted.

If no attribute value specifiers follow the delete field, then all
values are deleted. If the attribute has no values, this
operation will fail, but the desired effect will still be achieved
because the attribute had no values to be deleted.

A keyword indicating that the values of the attribute type are
to be replaced. Any attribute value specifiers that follow the
replace field become the new values for the attribute type.

If no attribute value specifiers follow the replace field, the
current set of values is replaced with an empty set of values
(which causes the attribute to be removed). Unlike the delete
modification specifier, if the attribute has no values, the
replace will still succeed. The net effect in both cases is the
same.

The following is an example of a modify change type that will add an additional telephone number to

the cn=Pet er Michaels entry.
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Just as you can combine a mixture of modifications in a single LDAP modify request, you can specify
multiple modifications in a single LDIF record. A line containing only the hyphen (-) character is used
to mark the end of the attribute value specifications for each modification specifier.

version: 1

dn: cn=Peter M chaels, ou=Artists, |=San Francisco, c=US
changetype: nodify

# add the tel ephone nunber to cn=Peter M chaels

add: tel ephonenunber

t el ephonenunber: +1 415 555 0002

The following example LDIF file contains a mixture of modifications:

1
2
3
4
5
6
7
8

©

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32

version: 1

# An enpty line to denonstrate that one or nore
# line separators between the version identifier
# and the first record is legal.

dn: cn=Peter Mchaels, ou=Artists, |=San Francisco, c=US
changetype: nodify

# Add an additional tel ephone number val ue.

add: tel ephonenunber

t el ephonenunber: +1 415 555 0002

# Delete the entire fasciniletel ephonenunber attribute.
del ete: facsim|eTel ephoneNunber

# Repl ace the existing description (if any exists)

# with two new val ues

repl ace: description

description: guitar player

description: solo perforner

# Delete a specific value fromthe tel ephonenunber

# attribute.

del ete: tel ephonenunber

t el ephonenunber: +1 415 555 0001

# Replace the existing title attribute with an enpty

# set of values, thereby causing the title attribute to
# be renoved

replace: title

The Modify DN Change Type

The modify DN change type lets you rename an entry, move it, or both. This change type is

composed of two required fields and one optional field.
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Field

Description

newrdn (required)

deleteoldrdn (required)

newsuperior (optional)

Gives the new name for the entry that will be assigned while processing

this record. The new RDN specifier must take of the following two forms:

+ newrdn: safe_UTF-8_relative_distinguished_name

* newrdn:: Base64_encoded_relative_ distinguished_name

The new RDN specifier is required in all LDIF records with a modify DN
change type.

The delete old RDN specifier is a flag that indicates whether the old
RDN should be replaced by the newrdn or if it should be kept. It takes
one of the two following forms:

+ deleteoldrdn: 0

Indicates that the old RDN value should be kept in the entry after it
is renamed.

¢ deleteoldrdn: 1
Indicates that the old RDN value should be deleted when the entry
is renamed.

The new superior specifier gives the name of the new parent that will be
assigned to the entry while processing the modify DN record. The new
superior specifier must take of the following two forms:

* newsuperior: safe_UTF-8_distinguished_name
¢ newsuperior:: Base64_encoded_distinguished_ name

The new superior specifier is optional in LDIF records with a modify DN
change type. It is only given in cases where you want to re-parent the
entry.

The following is an example of a modify DN change type that shows how to rename an entry:

version: 1

# Renanme ou=Artists to ou=West Coast Artists, and | eave

dn: ou=Artists,|=San Franci sco, c=US

changet ype: noddn

new dn: ou=West Coast Artists

del et eol drdn:

©

1
2
3
4 # its old RDN val ue.
5
6
7
8

The following is an example of a modify DN change type that shows how to move an entry:
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version: 1

# Move cn=Peter M chaels from

# ou=Artists,|=San Francisco,c=US to

# ou=Pronotion, | =New York, c=US and del ete the ol d RDN.
dn: cn=Peter M chael s, ou=Artists,|=San Franci sco, c=US
changet ype: noddn

new dn: cn=Peter M chael s

del eteoldrdn: 1

newsuperi or: ou=Pronotion, | =New York, c=US

©CoOoO~NOOTOA~WNPE

10

The following is an example of a modify DN change type that shows how to move an entry and
rename it at the same time:

1 version: 1

2

3 # Move ou=Pronotion from|=New York,c=US to
4 # | =San Franci sco,c=US and renane it to
5 # ou=National Pronotion.

5 dn: ou=Pronotion, | =New York, c=US

6 changetype: nopddn

7 newdn: ou=National Pronotion

8 deleteoldrdn: 1

9 newsuperior: |=San Franci sco, c=US

10

IMPORTANT: The LDAP 2 modify RDN operation doesn’t support moving entries. If you try to move
an entry using the LDIF newsuperi or syntax with an LDAP 2 client, the request will fail.

Line Folding within LDIF Files

To fold a line in an LDIF file, simply insert a line separator (a new line or a carriage return/new line
pair) followed by a space at the place where you want the line folded. When the LDIF parser
encounters a space at a beginning of the line, it knows to concatenate the rest of the data on the line
with the data on the previous line. The leading space is then discarded.

You should not fold lines in the middle of a multibyte UTF-8 character.
The following is an example of an LDIF file with a folded line (see lines 13 and 14):

version: 1

dn: cn=Peter Mchaels, ou=Artists, |=San Francisco, c=US
sn: M chael s

gi vennane: Peter

obj ectC ass: top

obj ect Gl ass: person

obj ect Gl ass: organi zati onal Person

obj ect O ass: i Net OrgPerson

t el ephonenunber: +1 415 555 0001

10 mai |l : Peter.M chael s@aa. com

11 userpassword: Peter123

12 description: Peter is one of the nost popular nusic
13 ians recording on our label. He's a big concert dr
14 aw, and his fans adore him

15

©o~NoO O wWNERE
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Hashed Password Representation in LDIF Files

The hashed password is represented as base64 data in the LDIF file. The attribute name
user passwor d should be followed with the name of the encryption used for hashing the password.
This name should be given within a pair of flower brackets “{ }" as shown below:

Example 1
For SHA hashed passwords:

1 version: 1 2 dn: cn=Peter Mchaels, ou=Artists, |=San Francisco, c=US 3 sn:
M chael s 4 userpassword: {SHA}xcbdh46ngh37j sdOnaSFDedj AS30dnb obj ect cl ass:
i net Or gPer son

Example 2
For SSHA hashed passwords:

1 version: 1 2 dn: cn=Peter Mchaels, ou=Artists, |=San Francisco, c=US 3 sn:
M chael s 4 userpassword: {SSHA}sGs948DFCkakdf kasdDF34DF4dS3skl 5DFS5 obj ect cl ass:
i net Or gPer son

Example 3
For Digest MD5 hashed passwords:

1 version: 1 2 dn: cn=Peter Mchaels, ou=Artists, |=San Francisco, c=US 3 sn:
M chael s 4 userpassword: {MD5}a45l kSDF234SDFG52dsf sf 2DE2CQEvgdnmk4305 obj ect cl ass:
i net Or gPer son

Debugging LDIF Files

+ “Enabling Forward References” on page 213

+ “Checking the Syntax of LDIF Files” on page 216
¢ “Using the LDIF Error File” on page 216

+ “Using LDAP SDK Debugging Flags” on page 217

If you have problems with an LDIF file, consider the following:

Enabling Forward References

You might occasionally encounter LDIF files in which a record to add one entry comes before a record
to add its parents. When this happens, an error is generated because the new entry’s parent does not
exist when the LDAP server attempts to add the entry.

To solve this problem, simply enable the use of forward references. When you enable the creation of
forward references and an entry is going to be created before its parent exists, a placeholder called a
forward reference is created for the entry’s parent to allow the entry to be successfully created. If a
later operation creates the parent, the forward reference is changed into a normal entry.

It is possible that one or more forward references will remain after your LDIF import is complete (if, for
example, the LDIF file never created the parent for an entry). In this case, the forward reference will
appear as an Unknown object in iManager. Although you can search on a forward reference entry,
you cannot read attributes (except objectClass) from the forward reference entry because it does not
have any attributes or attribute values. However, all LDAP operations will work normally on the real
object entries located below the forward reference.
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Identifying Forward Reference Entries

Forward reference entries have an object class of Unknown and also have their internal NDS
EF_REFERENCE entry flag set. In iManager, entries with an object class of Unknown are
represented by a round yellow icon with a question mark in the center. You can use LDAP to search
for objects with an Unknown object class, although there is currently no way to access the entry flag
settings through LDAP to be sure that they are forward reference entries.

Changing Forward Reference Entries into Normal Objects

You can change a forward reference entry into an normal object by simply creating it (using, for
example, an LDIF file or an LDAP client request). When you ask eDirectory to create an entry that
already exists as a forward reference, eDirectory transforms the existing forward reference entry into
the object you asked it to create.

Using the NetlQ eDirectory Import Convert Export Wizard

To enable forward references during an LDIF import:

In NetlQ iManager, click the Roles and Tasks button @
Click eDirectory Maintenance > Import Convert Export Wizard.

1
2
3 Click Import Data from File on Disk, then click Next.
4 Select LDIF as the type of file you want to import.

5

Specify the name of the file containing the data you want to import, specify the appropriate
options, then click Next.

6 Specify the LDAP server where the data will be imported.
7 Add the appropriate options, as described in the following table:

Option Description

Server DNS name/IP address DNS name or IP address of the destination LDAP server

Port Integer port number of the destination LDAP server

DER File Name of the DER file containing a server key used for SSL
authentication

Login method Authenticated Login or Anonymous Login (for the entry

specified in the User DN field)

User DN Distinguished name of the entry that should be used when
binding to the server-specified bind operation

Password Password attribute of the entry specified in the User DN field

8 Under Advanced Settings, click Allow Forward References.
9 Click Next, then click Finish.

To enable forward references during a data-to-data server migration:

1 In NetlQ iManager, click the Roles and Tasks button @
2 Click eDirectory Maintenance > Import Convert Export Wizard.

3 Click Migrate Data Between Servers, then click Next.
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4 Specify the LDAP server holding the entries you want to migrate.
5 Add the appropriate options, as described in the following table:

Option Description

Server DNS name/IP address DNS name or IP address of the source LDAP server

Port Integer port number of the source LDAP server

DER file Name of the DER file containing a server key used for SSL
authentication

Login method Authenticated Login or Anonymous Login (for the entry

specified in the User DN field)

User DN Distinguished name of the entry that should be used when
binding to the server-specified bind operation

Password Password attribute of the entry specified in the User DN field

6 Under Advanced Settings, click Allow Forward References.
7 Click Next.
8 Specify the search criteria (described below) for the entries you want to migrate:

Option Description

Base DN Base distinguished name for the search request

If this field is left empty, the base DN defaults to " " (empty string).
Scope Scope of the search request
Filter RFC 2254-compliant search filter

The default is obj ect cl ass=*.

Attributes Attributes you want returned for each search entry

9 Click Next.
10 Specify the LDAP server where the data will be migrated.
11 Click Next, then click Finish.

NOTE: Ensure that the schema is consistent across LDAP Services.

Using the NetlQ Import Conversion Export Utility Command Line Interface

To enable forward references in the command line interface, use the -F LDAP destination handler
option.

For more information, see “LDIF Destination Handler Options” in the NetlQ eDirectory Administration
Guide.
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Checking the Syntax of LDIF Files

You can check the syntax of an LDIF file before you process the records in the file by using the
Display Operations But Do Not Perform LDIF source handler option.

The LDIF source handler always checks the syntax of the records in an LDIF file as it processes
them. Using this option disables the processing of the records and lets you verify the syntax.

Using the NetlQ eDirectory Import Convert Export Wizard

In NetlQ iManager, click the Roles and Tasks button @

Click eDirectory Maintenance > Import Convert Export Wizard.
Click Import Data from File on Disk, then click Next.

Select LDIF as the type of file you want to import.

Specify the name of the file containing the data you want to import, specify the appropriate
options.

6 Under Advanced Settings, click Display Operations But Do Not Perform, then click Next,

a A W N P

7 Specify the LDAP server where the data will be imported.
8 Add the appropriate options, as described in the following table:

Option Description

Server DNS name/IP address DNS name or IP address of the destination LDAP server

Port Integer port number of the destination LDAP server

DER File Name of the DER file containing a server key used for SSL
authentication

Login method Authenticated Login or Anonymous Login (for the entry

specified in the User DN field)

User DN Distinguished name of the entry that should be used when
binding to the server-specified bind operation

Password Password attribute of the entry specified in the User DN field

9 Click Next, then click Finish.

Using the NetlQ Import Conversion Export Utility Command Line Interface

To check the syntax of an LDIF file in the command line interface, use the -n LDIF source handler
option.

For more information, see “LDIF Source Handler Options” in the NetlQ eDirectory Administration
Guide.

Using the LDIF Error File

The NetlQ Import Conversion Export utility automatically creates an LDIF file listing any records that
failed processing by the destination handler. You can edit the LDIF error file generated by the utility,
fix the errors, then reapply it to the server to finish an import or data migration that contained failed
records.
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Using the NetlQ eDirectory Import/Export Wizard

In NetlQ iManager, click the Roles and Tasks button @

Click eDirectory Maintenance > Import Convert Export Wizard.

Click Import Data from File on Disk, then click Next.

In Advanced Settings, select the Log failed records option, then click Next.
Select LDIF as the type of file you want to import.

o 00~ W N P

Specify the name of the file containing the data you want to import, specify the appropriate
options, then click Next.

~

Specify the LDAP server where the data will be imported.
8 Add the appropriate options, as described in the preceding table.

9 Click Next. The ice.log file is created in which the output messages (including error messages)
are logged and entries that fail are output in LDIF format.

10 Click Finish.
Using the NetlQ Import Conversion Export Utility Command Line Interface
To configure error log options in the command line utility, use the -1 general option.

For more information, see “General Options” in the NetlQ eDirectory Administration Guide.

Using LDAP SDK Debugging Flags

To understand some LDIF problems, you might need to see how the LDAP client SDK is functioning.
You can set the following debugging flags for the LDAP source handler, the LDAP destination
handler, or both.

Value Description

0x0001 Trace LDAP function calls.

0x0002 Print information about packets.
0x0004 Print information about arguments.
0x0008 Print connections information.
0x0010 Print BER encoding and decoding information.
0x0020 Print search filter information.
0x0040 Print configuration information.
0x0080 Print ACL information.

0x0100 Print statistical information.

0x0200 Print additional statistical information.
0x0400 Print shell information.

0x0800 Print parsing information.

OXFFFF (-1 Decimal) Enable all debugging options.
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To enable this functionality, use the -e option for the LDAP source and LDAP destination handlers.
The integer value you give for the - e option is a bitmask that enables various types of debugging
information in the LDAP SDK.

For more information, see“LDAP Source Handler Options” and “LDAP Destination Handler Options”
in the NetlQ eDirectory Administration Guide.

Using LDIF to Extend the Schema

Because LDIF can represent LDAP update operations, you can use LDIF to modify the schema.

Adding a New Object Class

To add a class, simply add an attribute value that conforms to the specification for
NDSChj ect Cl assDescri pti on to the obj ect O asses attribute of the subschemaSubent ry.

NDSChj ect  assDescription = "(" whsp
nuneri coi d whsp
[ "NAME" qdescrs ]
"DESC' qdstring ]
" OBSCLETE" whsp ]
"SUP" oids ]
( "ABSTRACT" / "STRUCTURAL" / "AUXI LI ARY" ) whsp ]
"MJST" oids ]
"MAY" oids ]
" X- NDS_NOT_CONTAI NER' qdstrings ]
" X- NDS_NONREMOVABLE" qdstrings ]
" X- NDS_CONTAI NVENT" qdstrings ]
"X-NDS_NAM NG' qdstrings ]
"X-NDS_NAME" qdstrings ]
whsp ")

— — — — — — — — — — —

The following example LDIF file adds the per son objectClass to the schema:

version: 1
dn: cn=schema
changet ype: add
obj ect Cl asses: ( 2.5.6.6 NAME 'person' DESC ' Standard
Obj ect G ass' SUP ndsLogi nProperties STRUCTURAL MUST
(cn $ sn) MAY (description $ seeAlso $ tel ephoneNum
ber $ full Nane $ givenNane $ initials $ uid $ userPa
ssword) X-NDS_NAM NG ('cn' 'uid') X-NDS_CONTAI NVENT
(" organi zation' 'organizational Unit' 'domain') X-NDS
10 _NAME 'Person' X-NDS_NOT_CONTAI NER '1' X- NDS_NONREMO
11 VABLE '1')

©Co~NoOhwWNPRE

Mandatory Attributes

Mandatory attributes are listed in the MUST section of the object class description. For the person
object class, the mandatory attributes are cn and sn.

Optional Attributes

Optional attributes are listed in the MAY section of the object class description. The optional attributes
in the per son object class are descri pti on, seeAl so, t el ephoneNunber, f ul | Nane, gi venNarre,
initials,uid,and user Password.
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NOTE: The user Passwor d attribute cannot be used as an optional (MAY) attribute. The operation will
fail if you try to use it as a mandatory (MUST) attribute in the new obj ect d ass using this LDIF format

to extend the schema.

Containment Rules

The object classes that can contain the object class being defined are given in the X-

NDS_CONTAI NVENT section of the object class description. The per son object class can be contained

by the or gani zat i on, or gani zat i onal Uni t, and donai n object classes.

Adding a New Attribute

To add an attribute, simply add an attribute value that conforms to the specification for
NDSAt t ri but eTypeDescri pti on to the attributes attribute of the subschemaSubentry.

NDSAt t ri but eTypeDescription = "(" whsp
nunericoid whsp ; AttributeType identifier
[ "NAVE'" qdescrs ] ; name used in AttributeType
[ "DESC' qdstring ] ; description
[ "OBSOLETE" whsp ]
[ "SUP" woid ] ; derived fromthis other AttributeType
[ "EQUALITY" woid] ; Matching Rul e nane
[ "ORDERING' woid] ; Matching Rule nane
[ "SUBSTR' woid ] ; Matching Rule nane
[ "SYNTAX" whsp noidlen whsp ] ; Syntax OD
[ "SINGE-VALUE" whsp ] ; default nulti-val ued
[ "COLLECTIVE'" whsp ] ; default not collective
[ "NO USER-MDI FI CATION'" whsp | ; default user nodifiable
[ "USAGE" whsp AttributeUsage ] ; default userApplications
[ "X-NDS_PUBLI C_ READ' qdstrings ]
; default not public read ('0")
[ "X-NDS_SERVER READ' qdstrings ]
; default not server read ('0")
[ "X-NDS_NEVER SYNC' qdstrings ]
; default not never sync ('0")
[ "X-NDS_NOT_SCHED SYNC | MVEDI ATE" qdstrings ]
; default sched sync imediate ('0")
[ "X-NDS_SCHED SYNC NEVER' qdstrings ]
;  default schedule sync ('0")
[ "X-NDS_LONER BOUND' qdstrings ]
; default no | ower bound('0")
; (upper is specified in SYNTAX)
[ "X-NDS_NAME_VALUE_ACCESS" qdstrings ]
; default not nane val ue access ('0")
[ "X-NDS_NAME" qdstrings ] ; legacy NDS nane
whsp ")"

The following example LDIF file adds the ti t| e attribute type to the schema:

version: 1

dn: cn=schema

changet ype: add

attributeTypes: ( 2.5.4.12 NAME 'title' DESC ' Standa
rd Attribute' SYNTAX 1.3.6.1.4.1.1466.115.121. 1. 15{
64} X-NDS_NAME 'Title' X-NDS_NOT_SCHED SYNC_| MVEDI A
TE '1' X-NDS_LOAER BOUND '1')

oO~NO O WNE
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Single-Valued versus Multivalued

An attribute defaults to multivalued unless it is explicitly made single-valued. The following example
LDIF file makes title single-valued by adding the SI NGLE- VALUE keyword after the SYNTAX section:

version: 1

dn: cn=schema

changetype: add

attributeTypes: ( 2.5.4.12 NAME 'title' DESC ' Standa
rd Attribute' SYNTAX 1.3.6.1.4.1.1466.115.121.1.15{
64} SINGLE- VALUE X-NDS NAME 'Title' X-NDS_NOT_SCHED
_SYNC_| MVEDI ATE ' 1' X-NDS_LOWER BOUND '1')

O~NO U WN PR

Adding an Optional Attribute to an Existing Object Class

Although adding new schema elements is an acceptable practice, modifying or extending existing
schema elements is usually dangerous. Because every schema element is uniquely identified by an
OID, when you extend a standard schema element, you effectively create a second definition for the
element even though it still uses the original OID. This can cause incompatibility problems.

There are times when it is appropriate to change schema elements. For example, you might need to
extend or modify new schema elements as you refine them during development. Instead of adding
new attributes directly to a class, you should generally use auxiliary classes only to

+ Add new attributes to an existing object class.
¢ Subclass an existing object class.

Adding or Removing Auxiliary Classes

The following sample LDIF file creates two new attributes, creates an auxiliary class with these new
attributes, then adds an i net Or gPer son entry with the auxi | i ary class as an object class of the
entry and with values for the auxi | i ary class attributes.

version: 1

Add an attribute to track a bear's hair. The attribute is
mul ti-val ued, uses a case ignore string syntax,

and has public read rights

Val ues may include: long hair, short, curly, straight,
none, black, and brown

X-NDS_PUBLI C_ READ '1' The 1 allows public read,

0 denies public read

dn: cn=schena

changetype: nodify

add: attributeTypes

attributeTypes: ( 2.16.840.1.113719.1.186.4.10 NAME
"bearHair' SYNTAX 1.3.6.1.4.1.1466.115.121.1.15
X-NDS_PUBLI C READ '1' )

HoH oH H H HHF

# add an attribute to store a bear's picture
dn: cn=schena
changetype: nodify
add: attributeTypes
attributeTypes: ( 2.16.
"bear Picture' SYNTAX 1.
SI NGLE- VALUE )

40.1.113719.1.186.4.11 NAME

840.1
3.6.1.4.1.1466.115.121. 1.5

# create an Auxiliary class for the bearfeatures
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dn: cn=schema

changetype: nodify

add: obj ectcl asses

obj ectcl asses: (2.16.840.1.113719.1.186.6.101 NAVE

" bear Features' MAY (bearHair $ bearPicture) AUXI LI ARY)

# now create a user named bobby
dn: cn=bobby, o=bear cave
changetype: add

cn: bobby

sn: bear

gi venNane: bobby

bear Hai r: Short

bear Hai r: Brown

bearHair: Curly

bearPicture:< file:///c:/tnmp/alien.jpg
obj ectCl ass: top

obj ect O ass: person

obj ect G ass: inet O gPerson

obj ect O ass: bear Feat ures

# now create a person naned john that will later be changed
# into a bear when bearFeatures is added to its objectd ass
# 1ist

dn: cn=j ohn, o=bear cave
changet ype: add

cn: John

sn: bear

gi venNane: john

obj ectCl ass: top

obj ect Gl ass: person

obj ect G ass: inet O gPerson

# now norph john into a bear by addi ng bear Feat ures
dn: cn=john, o=bear cave

changetype: nodify

add: objectd ass

obj ect G ass: bear Feat ures

add: bearHair

bearHair: |ong

bear Hai r: bl ack

#bearPicture:< file:///c:/tnp/john.jpg>

# to nmorph john back to a person, sinply delete the
# obj ect d ass bear Feat ures

dn: cn=john, o=bear cave

changetype: nodify

del ete: objectd ass

obj ect O ass: bear Feat ures

When removing auxiliary classes, you don't have to delete all of the values associated with the
auxi | i ary class when you remove the auxi | i ary class from the objectClass list. eDirectory does
this automatically.

If the auxi | i ary class had MUST attributes, they must all be specified in the same modify operation
that adds the auxi | i ary class to the objectClass list, or the modification will fail.
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Known Problems with XML Parsing

XML processing of any LDIF Record (LDIF format or records generated from LDAP server) will not
succeed if the individual records will not satisfy all the XML rules specified in the XML file.

Idif2dib Limitations

+ “Simple Password LDIF” on page 222
+ “Schema” on page 222

+ “ACL Templates” on page 222

+ “Signal Handler” on page 223

Simple Password LDIF

On Windows, while uploading LDIF with a simple password, Idif2dib might fail if the NICI keys in the
syst emand Adni ni st rat or folders are not in sync.

To work around this issue, use the following procedure to access the keys in the ni ci / syst emfolder:

1 Go to the C:\ W ndows\ syst enB2\ novel | \ ni ci\ folder (for 32-bit NICI).

or

Go to the C:\ W ndows\ Sys\WOW64\ novel |\ ni ci\ folder (for 64-bit NICI).

Back up the files in the Admi ni strat or folder.

Go to the Security tab in the Properties window of the syst emfolder.

Select Advanced Options and go to the Owner tab.

Select Administrator.

Go back to the Security tab and add Administrator to the list.

Repeat Step 3 through Step 6 to get read access to all the files inside the system folder.
Overwrite the files in the Admi ni st r at or folder with the ones in the syst emfolder.

© 00 N oo 0o~ W DN

After the upload is done, copy the backed-up files to the Adni ni st rat or folder.

=Y
o

Change the Administrator’'s access to the syst emfolder and also the files within the folder.

Schema

The LDIF file should mention all the object classes that an entry belongs to. You should also include
the classes that an entry belongs to because of inheritance of classes. For example, an entry of type
i net Or gPer son has following syntax in the LDIF file:

¢ obj ectcl ass: inetorgperson
* objectclass: organizational Person

¢ objectclass: person

¢ objectclass: top

ACL Templates

Objects bulkloaded using the | di f 2di b utility are not added with ACLs that are specified in the ACL
templates for the object class of the object.
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Signal Handler

You can temporarily suspend the offline bulkload operation by pressing the s or S key. You can use
the Escape key (Esc) to stop the bulkload operation.
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Monitoring eDirectory

eDirectory provides cross-platform monitoring and diagnostic capability to all servers in your
eDirectory tree. This feature lets you monitor your servers from any location either by exposing
multiple interfaces from different tools/protocol handlers or on your network where a Web browser is
available. The eDirectory utilities such as ndscheck, iMonitor, LDAP rootdse search, and ndsrepair
help in gathering the monitoring data.

eDirectory also provides an LDAP search method for retrieving the real time statistics for eDirectory
subsystems and background processes. In this method, eDirectory records the state of eDirectory
processes and operations as an entry with the base DN of cn=noni t or . By using this interface, an
eDirectory administrator can monitor the status of eDirectory modules and operations. eDirectory
supports this feature on LDAP protocol and only an LDAP client can place requests for monitoring
data.

+ “Using NetlQ iMonitor” on page 225

¢ “Using cn=monitor for Monitoring” on page 254

¢ “Using DSTrace” on page 264

+ “DSTrace Messages” on page 271

+ “iMonitor Message Filtering” on page 274

+ “SAL Message Filtering” on page 274

Using NetlQ iMonitor

NetlQ iMonitor provides cross-platform monitoring and diagnostic capability to all servers in your
eDirectory tree. This utility lets you monitor your servers from any location on your network where a
Web browser is available.

iMonitor lets you look at the eDirectory environment in depth on a partition, replica, or server basis.
You can also examine what tasks are taking place, when they are happening, what their results are,
and how long they are taking.

iMonitor provides a Web-based alternative or replacement for many of the NetlQ traditional server-
based eDirectory tools such as DSBrowse, DSTrace, DSDiag, and the diagnostic features available
in DSRepair. Because of this, iMonitor’s features are primarily server focused, meaning that they
focus on the health of individual eDirectory agents (running instances of the directory service) rather
than the entire eDirectory tree.

iMonitor provides the following features:

+ eDirectory health summary
+ Synchronization information
+ Known servers
¢ Agent configuration

+ eDirectory health checks

+ Hyperlinked DS Trace

+ Agent configuration
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+ Agent activity and verb statistics
* Reports
+ Agent information
¢ Error information
+ Object/schema browser
+ NetlQ Identity Manager monitor
¢ Search
+ Partition list
+ Agent process status
+ Background process schedule
+ DSRepair
+ Connection monitor
The information you can view in iMonitor is based the following factors:
+ The identity you have established

Your identity's eDirectory rights are applied to every request you make in iMonitor. For example,
you must log in as the Administrator of the server or a console operator on the server where you
are trying to access the DSRepair page.

+ The eDirectory agent version you are monitoring
Newer versions of NDS and eDirectory will have features and options that older versions do not.

The information you view in iMonitor immediately shows what is happening on your server.
This chapter gives information on the following topics:

+ “System Requirements” on page 226

+ “Accessing iMonitor” on page 227

+ “iMonitor Architecture” on page 227

+ “iMonitor Features” on page 232

+ “Ensuring Secure iMonitor Operations” on page 251

+ “Configuring HTTP Server Object” on page 252

+ “Setting HTTP Stack Parameters Using ndsconfig” on page 253

System Requirements

To use iMonitor you need

+ NetlQ eDirectory 8.7.1 or later
+ A supported Web browser, including Microsoft Internet Explorer or Firefox

Platforms

The iMonitor utility runs on the following platforms:

+ Windows 2000 and 2003 Server (No SSL)

+ Linux
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For Windows, iMonitor loads automatically when eDirectory runs. On Linux, iMonitor can be loaded
using the ndsi noni t or -1 command. It can also be loaded automatically by adding [ ndsi noni t or]
in the / et c/ opt/ novel | / eDi rect ory/ conf/ ndsi non. conf file before starting the eDirectory Server.

The iMonitor utility runs on the following Web browsers:

+ Microsoft IE 10 & above
+ Firefox* 40 & above

eDirectory Versions That Can Be Monitored

You can use iMonitor to monitor the following versions of NDS and eDirectory:

+ All versions of NDS and eDirectory for Windows
+ All versions of NDS and eDirectory for Linux

Accessing iMonitor

1 Ensure that the iMonitor executable is running on the eDirectory server.
2 Open your Web browser.
3 In the address (URL) field, enter

http://server's_TCPI P_address: httpstack_port/nds
for example:
http://137.65.135. 150: 8028/ nds

DNS names can be used anywhere a server's IP or IPX address or distinguished name could be
used in iMonitor. For example, when you have configured DNS, then

http://prv-gromt.provo. novel | .conl nds?server=prv-i gl 0o. provo. novel | . com
is equivalent to

http://prv-gromit.provo.novell.com nds?server=IP_or_| PX address

or

http://prv-gromit.provo. novel | .com nds?server =/ cn=prv-
i gl 0o, ou=ds, ou=dev, o=novel |, t=novel | _i nc

If an eDirectory HTTPS stack is available, you can use iMonitor through HTTPS.
4 Specify a user name, context, and password. For example, | ogi n cn=admni n. o=novel |

To have access to all of the features, log in as Administrator with the fully distinguished name, or
as an administrator equivalent.

5 Click Login.

iIMonitor Architecture

+ “Anatomy of an iMonitor Page” on page 228
+ “Modes of Operation” on page 228
+ “iMonitor Features Available on Every Page” on page 230

+ “Configuration Files” on page 230
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Anatomy of an iMonitor Page

Each iMonitor page is divided into four frames or sections: the Navigator frame, the Assistant frame,
the Data frame, and the Replica frame.

Figure 8-1 iMonitor Frames
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Navigator Frame: Located across the top of the page. This frame shows the server name where the
data is being read from, your identity, and the icons you can click to link to other screens, including
online help, login, server portal, and other iMonitor pages.

Assistant Frame: Located at the left side of the page. This frame contains additional navigational
aids, such as links to other pages, items that help you navigate data in the Data frame, or other items
to assist you with obtaining or interpreting the data on a given page.

Data Frame: Shows the detailed information about your servers that you request by clicking one of
the links listed above. This is the only page you will see if your Web browser does not support frames.

Replica Frame: Lets you determine which replica you are currently viewing and provides links to
view the same information from another replica or server’s point of view. This frame appears only
when you view pages where another replica of the requested data exists or where another replica
might have a different view of the information being presented in the Data frame.

Modes of Operation

NetlQ iMonitor can be used in two different modes of operation: Direct mode and Proxy mode. No
configuration changes are necessary to move between these modes. NetlQ iMonitor automatically
moves between these modes, but you should understand them in order to successfully and easily
navigate the eDirectory tree.
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Figure 8-2 Modes of Operation
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Direct Mode: Use this mode when your Web browser is pointed directly at an address or DNS name
on a machine running the iMonitor executable and reading information only on that machine's local
eDirectory DIB.

Some iMonitor features are server-centric and are available only to the iMonitor running on that
machine. These features use local API sets that cannot be accessed remotely. Server-centric
features in iMonitor include the DSTrace, DSRepair, and Background Process Schedule pages.
When using Direct mode, all iMonitor features will be available on that machine.

Key features of Direct mode:

+ Full server-centric feature set
+ Reduced network bandwidth (faster access)

+ Access by proxy still available for all versions of eDirectory

Proxy Mode: Use this mode when your Web browser is pointed at an iMonitor running on one
machine, but is gathering information from another machine. Because iMonitor uses traditional
eDirectory non-server-centric protocols for non-server-centric features, all previous versions of
eDirectory beginning with NDS 6.x can be monitored and diagnosed. However, server-centric
features use APIs that cannot be accessed remotely.

If you are in Proxy mode and want to switch to Direct mode for a different server, you can do so as
long as the server has a version of eDirectory in which iMonitor has shipped. If the server you are
gathering information on by proxy has iMonitor running, you will see an additional icon button in the
Navigator frame. When you move the mouse pointer over the icon, you will see a link to the remote
iMonitor on the remote server. If the server you are gathering information on by proxy is an earlier
version of eDirectory, no additional icon is shown and you will always need to gather information on
that server by proxy until it is upgraded to a version of eDirectory that includes iMonitor.

Key features of Proxy mode:

+ Not every server in the tree must be running iMonitor in order to use most iMonitor features
+ Only one server must be upgraded
+ There is a single point of access for dial-in

+ You can access iMonitor over a slower speed link while iMonitor accesses eDirectory information
over higher speed links
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+ Previous NDS version information is accessible
+ Server-centric features are available only where iMonitor is installed

IMonitor Features Available on Every Page

You can link to the Agent Summary, Agent Information, Agent Configuration, Trace Configuration,
DSRepair, Reports, and Search pages from any iMonitor page by using the icons in the Navigator
frame. You can also log in or link to the NetlQ Support Web page from any iMonitor page.

Login/Logout: The Login button is available if you are not logged in. A Logout button, which closes
your browser window, is displayed if you are logged in. Unless all browser windows are closed, your
iMonitor session remains open, and you will not need to log in again. You can see your login status on
any page by looking at Identity in the Navigator frame.

Support Connection Link: The NetlQ logo in the upper right corner is a link to the NetlQ Support
Connection Web page. This provides a direct link to the NetlQ Web site for current server patch kits,
updates, and product-specific support.

Configuration Files
Configuration files are included with iMonitor to allow you to change or set default behavior or values
in the utility.

The configuration files are text files containing configuration parameter tags together with their
desired values. These files are located in the same directory as the iMonitor executable (which is
usually in the same location as the NetlQ eDirectory executables) on Windows, and in the / et ¢
directory on Linux.

+ ‘“ndsimon” on page 230

+ “ndsimonhealth” on page 231

ndsimon

The ndsimon configuration file lets you modify trace file settings, control access to the server, set the
maximum number of object to be displayed when listing a container or displaying search results, and
specify the number of minutes of inactivity allowed before a connection is logged out.

Server Configuration File
Windows install directory\novel |\ NDS\ ndsinon.ini
Linux / etc/opt/novel I/ eDirectory/ conf/ndsi non. conf

There are two groups of parameters that you can set in the ndsimon configuration file.
+ Parameters that apply to how the iMonitor executable itself runs

When the iMonitor executable loads, it will attempt to listen on the traditional HTTP port 80. If
that port is in use, it will back off to port 8028. If that port is in use, iMonitor will then back off
again, increasing the port by 2 (8010, 8012, etc.) up to 8078.

Where SSL is configured and available, a similar bind pattern is attempted. First, port 81 is tried,
and then 8009, 8011, 8013, etc.
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This allows iMonitor to coexist with a Web server running on the same server. However, on some
platforms, iMonitor might load before the installed Web server does, or you might want iMonitor
to bind to a port of your choice. Both regular and SSL ports can be configured using the

Ht t pPort and the Ht t psPort parameters respectively.

+ Parameters that apply to specific features or pages

The configuration file that ships with iMonitor contains samples of the parameters that can be
modified. These parameters are preceded by a pound sign (#). This indicates that they are
commented out or not used when iMonitor parses the configuration file. For the shipping
configuration file, iMonitor uses all internally bound default values for these parameters. To
enable any of these parameters or to add any parameters, simply delete the # character from the
beginning of the line.

ndsimonhealth

The ndsimonhealth configuration file lets you modify default settings for the Agent Health page. You
can enable or disable Agent Health options, set reporting levels and ranges for options, and set
server reporting levels.

Server Configuration File
Windows install directory\novel |\ NDS\ ndsi nonheal t h. i ni
Linux /et c/opt/novel | / eDirectory/ conf/ndsi monheal t h. conf

There are three types of options you can set in the ndsimonhealth configuration file.
+ Enable/disable only options

To disable an option, remove the pound sign (#) from in front of the option and replace any levels
listed after the colon () with OFF. To set reporting levels of these options, remove the # character
from in front of the option and add a reporting level after the colon. Valid levels are WARN,
MARGINAL, and SUSPECT. For these options, you can input only one reporting level.

+ General options that take a range of settings

These options can be enabled and disabled or have their reporting level set, as well as the
ranges for those reporting levels.

To set the reporting level for any of these options, use the option name followed by -active: and
the reporting levels you want. For example, to set time_delta active, add the following line to the
configuration file;

tine_delta-active: WARN
To set time_delta inactive, add the following line to the configuration file:
tine_delta-active: OFF

When entering ranges, the specified range is the range that this reporting level should not be
displayed for.

See the time_delta example below for an example of how to set an option to be active for all
three reporting levels and how to set the ranges. In this example, anything not in the range -2 to
2 is at least marginal, anything not in the range -5 to 5 is at least suspect, and anything not in the
range -10 to 10 is a warning.
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time_delta-active: WARN | SUSPECT | MARG NAL

tinme_delta-M n_Warn: -10
time_delta-M n_Suspect: -5
time_delta-M n_Marginal : -2
time_del ta- Max_Margi nal : 2
time_del t a- Max_Suspect: 5
ti nme_del t a- Max_\arn: 10

For help on any of these options, enter the following URL in iMonitor:
ht t p: /7 XXX XXX, XXX, XXX: PORT/ nds/ hel p?hbase=/ nds/ heal t h/ OPTI ON_NAME

XXX XXX XXX XXX:PORT is the IP address and port where iMonitor can be reached, and
OPTION_NAME is the name of the option you want help on (for example, time_delta).

To view the currently set levels and ranges, use your browser to go to the health page that
contains the option you are interested in, then add the following to the end of the URL line in the
browser:

&op=set up
Options that need custom or complex settings

There are three different server reporting levels that can be set:

+ WARN detects servers running a version of eDirectory that should be upgraded as soon as
possible.

+ SUSPECT detects servers running a version of eDirectory that should be noted for upgrade.
+ MARGINAL detects servers running a version of eDirectory that is not current.
These options set the reporting level if the server version falls within the specified range.

iIMonitor Features

This section provides brief descriptions of iMonitor features.

Online help is provided in each section of iMonitor for more detailed information about each feature
and function.

*

*

“Viewing eDirectory Server Health” on page 233
“Viewing Partition Synchronization Status” on page 233
“Viewing Obituary Process Status and Change Cache Count” on page 234
“Viewing Server Connection Information” on page 235
“Viewing Known Servers” on page 236

“Viewing Replica Information” on page 236

“Controlling and Configuring the DS Agent” on page 237
“Configuring Trace Settings” on page 238

“Viewing Process Status Information” on page 238
“Viewing Agent Activity” on page 239

“Viewing Traffic Patterns” on page 239

“Viewing Background Processes” on page 240
“Configuring Background Processes” on page 240
“Viewing eDirectory Server Errors” on page 240

“Viewing DSRepair Information” on page 241
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+ “Viewing Agent Health Information” on page 241

+ “Browsing Objects in Your Tree” on page 241

+ “Viewing Entries for Synchronization or Purging” on page 242

+ “Viewing NetlQ Identity Manager Details” on page 242

+ “Viewing the Synchronization Status of a Replica” on page 243
+ “Configuring and Viewing Reports” on page 243

+ “Viewing Schema, Class, and Attribute Definitions” on page 245
+ “Searching for Objects” on page 245

+ “Using the Stream Viewer” on page 246

+ “Clone DIB Set” on page 246

Viewing eDirectory Server Health

From the Agent Summary page, you can view the health of your eDirectory servers, including
synchronization information, agent process status, and the total servers known to your database.

1 IniMonitor, click Agent Summary .
2 Choose from the following options:

Agent Synchronization Summary lets you view the number and types of replicas you have and
the length of time since they have been successfully synchronized. You can also view the
number of errors for each replica type. If there is only one replica or partition to view, the heading
is Partition Synchronization Status.

If the Agent Synchronization Summary doesn’t appear, there are no replicas you can view based
on your identity.

Servers Known to Database Totals lets you view the type and count of servers known to your
database, and whether they are up or down.

Agent Process Status Totals let you view the status of processes without the administrator's
intervention that run on an agent. When there is a problem or piece of information, a status is

recorded. The table increases or decreases, depending on the number of recorded statuses.

Viewing Partition Synchronization Status

From the Agent Synchronization page you can view the synchronization status of your partitions. You
can filter the information by selecting from the options listed in the Assistant frame on the left side of
the page.

1 IniMonitor, click Agent Synchronization in the Assistant frame.

2 Choose from the following options:

Partition Synchronization Status lets you view the partition, number of errors, last successful
synchronization, and maximum ring delta.

Partition lets you view the links to each partition's Replica Synchronization page.

Last Successful Sync lets you view the amount of time since all replicas of an individual partition
were successfully able to synchronize from the server.

Maximum Ring Delta shows the amount of data that might not be successfully synchronized to
all the replicas in the ring. For example, if a user has changed his login script within the past 30
minutes, and the maximum ring delta has a 45-minute allocation, the user's login might not be
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successfully synchronized, and he might get the previous login script when he attempts to log in.
If, however, the user changed his login script more than 45 minutes ago, he should get the new
login script consistently from all replicas.

If Unknown is listed under Maximum Ring Delta, it means the transitive synchronized vector is
inconsistent and the maximum ring delta cannot be calculated due to replica/partition operations
occurring, or some other problem.

Viewing Obituary Process Status and Change Cache Count

To view the obituary process status and the change cache count of a given partition, navigate to the
partition root object of that partition. Data is displayed for three different types of obituaries:

+ OBIT_DEAD: created when an object is deleted.
+ OBIT_NEWRDN: created when an object is renamed.
+ OBIT_MOVED: created when an object is moved from one location to another.

When the objects are processed, they can be in four different distinct states. They move from
ISSUED state to PURGEABLE state, then finally get purged. Following are the four distinct states:

+ ISSUED
+ NOTIFIED

+ OK_TO_PURGE
+ PURGEABLE

There are 12 different distinct combinations for a given object. Following are the distinct
combinations:

+ OBIT_DEAD_ISSUED

+ OBIT_DEAD_NOTIFIED

+ OBIT_DEAD_OK_TO_PURGE

+ OBIT_DEAD_PURGEABLE

+ OBIT_NEWRDN_ISSUED

+ OBIT_NEWRDN_NOTIFIED

+ OBIT_NEWRDN_OK_TO_PURGE

+ OBIT_NEWRDN_PURGEABLE
+ OBIT_MOVED_ISSUED

+ OBIT_MOVED_NOTIFIED

+ OBIT_MOVED_OK_TO_PURGE
+ OBIT_MOVED_PURGEABLE

A number is displayed against each of these combinations, which denotes the total number of
objects that are in a particular state at the end of the last obituary processing cycle.

The change cache count displays the number of objects present in the change cache of the partition
in the current server. The following figure shows the obit count and the change cache count for a
particular partition root object of that partition.
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Figure 8-3 Obit and Change Cache Count Information

Obit and Change Cache Count Information

OEIT_DEAD ISSUED 8318
OBIT_DEAD HOTIFIED i)
OBIT_DEAD_OK_TO_PURGE 1682
OEIT_DEAD PURGEAELE 0
QBIT_MEWRDM_ISSUED 0
OEIT_NEWRDM_MOTIFIED 0
OBIT_NEWRDN_OK_TO_PURGE 0
OBIT_MEWRDN_PURGEAELE 0
OBIT_MOVED_ISSUED 0
OBIT_MOVED_MOTIFIED 0
OBIT_MOVED _OK_TO_PURGE 0
OEIT_MOVED_PURGEABLE 0
Obit Count from database index 10000
Change Cache Count 10002

Viewing Server Connection Information

From the Agent Information page you can view the connection information for your server.

1 In iMonitor, click Agent Information in the Assistant frame.
2 Choose from the following options:

Ping Info shows that iMonitor has attempted an IP ping to the set of addresses being advertised
for the server. Success is as indicated.

DNS Name shows that iMonitor has attempted to do an address reversal on IP addresses
supported by the server and is indicating the associated DNS name.

Depending on the transport, configuration, and platform you are running on, you might not see
this information.

Connection Information lets you view connection information for the server, including the server
referral, time delta, Root Most Master, and replica depth.

Depending on the transport, configuration, and platform you are running on, you might not see
this information.

Server Referral lets you view the set of addresses by which your server can be reached.

Time Synchronized indicates that synthetic or future time is not being used unless a replica's
last-issued time stamp is greater than the current time.

eDirectory believes time is synchronized well enough to issue time stamps based on the server's
current time. The time synchronization protocol might or might not currently be in a synchronized
state.

Time Delta lets you view the difference in time between iMonitor and the remote server in
seconds. A negative integer indicates that iMonitor's time is ahead of the server's time. A
positive integer indicates that iMonitor's time is slower than the server.
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Root Most Master specifies that the replica that is highest or closest to the root of the naming
tree is a master replica.

Replica Depth lets you view the depth of the rootmost replica (the number of levels between the
rootmost replica and the root of the tree).

Viewing Known Servers

From the Known Servers List, you can view the list of servers known to the database of the source
server. You can filter the list to show all servers known to the database or to show all servers in the
replica ring. If a server has an icon next to it, the server participates in a replica ring.

1 IniMonitor, click Known Servers in the Assistant frame.

2 Choose from the following options:

Entry ID lists the identifier on the local server for an object. Entry IDs cannot be used across
servers.

NDS Revision lists the eDirectory build humber or version being cached or stored on the server
that you are communicating with.

Status shows whether the server is up, down, or unknown. If the status shows as unknown, this
means that this server has never needed to communicate with the server being shown as
unknown.

Last Updated shows the last time this server attempted to communicate with the server and
found out it was down. If this column is not showing, all servers are currently up.

Viewing Replica Information

From the Partitions page, you can view information about the replicas on the server you are
communicating with. You can filter the page by selecting from the options in the Assistant frame on
the left side of the page.

Server Partition Information let you view information about the server's partition, including the entry
ID, replica state, purge time, and last modification time.

Partition let you view information about the partition Tree object on the server.

Purge Time indicates the time when you can remove previously deleted data from the database
because all replicas have seen the deletion.

Last Modification Time lets you view the last-issued time stamp of data written to the database for the
replica. This lets you see if time is in the future and if synthetic time is being used.

Replica Synchronization lets you view the Replica Synchronization Summary page that refers to the
partition. The Replica Synchronization page shows information about the partition synchronization

status and replica status. You can also view lists of partitions and replicas.
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Controlling and Configuring the DS Agent

From the Agent Configuration page, you can control and configure the DS Agent. The functionality
you have on this page will depend on the rights of the current identity and the version of eDirectory
you are looking at.

1 In iMonitor, click Agent Configuration @
2 Choose from the following options:
+ Agent Information let you view the connection information for your server.
¢ Partitions lets you view the replicas on the server you are communicating with.

+ Replication Filters lets you view the replication filters configured for the specified eDirectory
agent. NDS eDirectory 8.5 (build version 85.xx) was the first eDirectory version to
implement a feature known as Filtered Replicas. See “Filtered Replicas” on page 63 for
more information on what Filtered Replicas are, why they are used, and how to configure
them.

+ Agent Triggers initiate certain background processes. These triggers are equivalent to
using the SET DSTRACE=* opt i on command.

¢ Background Process Settings modify the interval at which certain background processes
run. These settings are equivalent to the SET DSTRACE=! opt i on command.

+ Agent Synchronization lets you disable or enable inbound or outbound synchronization.
You can specify in hours the amount of time you want synchronization disabled.

¢ Database Cache lets you configure the amount of database cache used by the DS database
engine. Various cache statistics are also provided to assist you in determining whether you
have an appropriate amount of cache available. Having an inadequate amount of cache
might severely impact your system’s performance.

+ Login Settings allows you you to specify whether eDirectory updates login attributes when
users log in. The following options control how eDirectory responds when a user logs in:

+ Login Update Delay specifies the amount of time (in seconds) between updates. For
example, if one or more users log in during the delay, eDirectory adds any changes to
a queue. When the delay is over, eDirectory applies all queued changes.

+ Login Update Disable Interval specifies an interval of time (in seconds) during which
the login attributes for a specific user will not be updated. A typical interval is 3600
seconds (1 hour). For example, when a user logs in for the first time at 8:00 AM,
eDirectory updates attributes, and the interval starts. If the user logs in again before
9:00 AM, eDirectory does not update the attributes. The default is 0, which means no

disable interval is set.
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Configuring Trace Settings

To access information on the Trace Configuration page, you must be the equivalent of Administrator
of the server or a console operator. You are prompted to enter your user name and password so your
credentials can be verified before you can access information on this page.

From the Trace Configuration page, you can set trace settings. NetlQ iMonitor's DSTrace is a server-
centric feature. That is, it can be initiated only on a server where iMonitor is running. If you need to
access this feature on another server, you must switch to the iMonitor running on that server.

1 In iMonitor, click Trace Configuration .
2 Choose from the following options:

+ Update lets you submit changes to Trace Options and Trace Line Prefixes. If DSTrace is off,
click Trace On to turn it on. If DSTrace is already on, click Update to submit changes to the
current trace.

+ Trace On/Off turns DSTrace on or off. The button text changes based on the current
DSTrace state. If DSTrace is on, the button text will read Trace Off. Clicking it toggles
DSTrace between off and on. When DSTrace is off, clicking Trace On is equivalent to
clicking Update.

+ Trace Line Prefixes lets you choose which pieces of data are added to the beginning of any
trace line.

¢ DS Trace Options apply to the events on the local DS Agent where the trace is initiated. The
options show errors, potential problems, and other information about eDirectory on your
local server. Turning on DS Trace options can increase CPU utilization and might reduce
your system’s performance. Therefore, DS Trace should generally be used for diagnostic
purposes, not as a standard practice. These options are a more convenient equivalent of
the SET DSTRACE=+opt i on command.

+ Event Configuration lists the eDirectory and NMAS event options you can enable or disable
for monitoring in DSTrace. The event system generates events for local activities such as
adding objects, deleting objects, and modifying attribute values. For each type of event, a
structure is returned that contains information specific to that type of event.

+ Trace History lets you view a list of previous trace runs. Each previous trace log is identified
by the period of time during which the trace data was being gathered.

+ Trace Triggers let you view the trace flags that must be set in order to display the specified
DS Agent information in DSTrace. These triggers might write large quantities of information
to trace. Generally, we recommend that these triggers be enabled only when instructed by
NetlQ Support.

3 Click Trace On to turn DS Trace on and submit any changes.

4 Click or Trace Live to view DS Trace in iMonitor.

Viewing Process Status Information

From the Agent Process Status page, you can view background process status errors and more
information about each error that occurred. You can filter the information on this page by selecting
from the options listed in the Assistant frame on the left side of the page.

In iMonitor, click Agent Process Status in the Assistant frame. Background process statuses that are
currently reported include the following:

+ Schema synchronization
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*

Obituary processing

*

External reference/DRL
+ Limber
+ Repair

Viewing Agent Activity

From the Agent Activity page, you can determine traffic patterns and potential system bottlenecks.
You can use this page to view the verbs and requests that are currently being handled by eDirectory.
You can also see which of those requests are attempting to obtain DIB locks in order to write to the
database and how many of those requests are waiting to obtain a DIB lock.

If you are viewing a server running NetlQ eDirectory 8.6 or later, you will also see a list of partitions
and the servers that participate in the replica ring with the server specified in the Navigator frame.
With the introduction of NetlQ eDirectory 8.6, synchronization is no longer single threaded. Any
eDirectory 8.6 or later version server might outbound multiple partitions simultaneously to one or
more replication partners. For this reason, the synchronization activity page was created so you can
more easily monitor this parallel synchronization strategy.

1 In iMonitor, click Agent Activity in the Assistant frame.
2 Choose from the following options:

+ Verb Activity and Statistics lets you view a running count of all verbs called and requests
made since eDirectory was last initialized. These pages also shows how many of those
requests are currently active and the minimum, maximum, and average times (shown in
milliseconds) that it takes to process those requests.

* Synchronization Current and Schedule lists different times that inbound and outbound
synchronization occurred. If inbound or outbound synchronization is currently taking place,
you see an icon indicating that the process is active, when that cycle was started, and which
server it is occurring with.

If inbound and outbound synchronization is disabled, you see an icon indicating that fact
and when it is scheduled to be re-enabled. For outbound synchronization, the next
scheduled time is also shown.

+ Events lets you view a list of the currently active events, statistics for event handlers and a
summary of event statistics, and the current event rights functions that have been called.

+ Background Process Schedule lets you view the background processes that are
scheduled, what their current state is, and when they are scheduled to run again.

Viewing Traffic Patterns

From the Verb Statistics page, you can determine traffic patterns and potential system bottlenecks.
You can use this page to view a running count of all verbs called and requests made since eDirectory
was last initialized. This page also shows how many of those requests are currently active and the
minimum, maximum, and average times (in milliseconds) it takes to process those requests.
Background process, bindery, and standard eDirectory requests are tracked.

If you view this page on an older version of eDirectory, you might not see as much information as if
you are running eDirectory 8.5 or later.
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Viewing Background Processes

From the Background Process Schedule page, you can view the background processes that are
scheduled, what their current state is, and when they are scheduled to run again. NetlQ iMonitor's
Background Process Schedule is a server-centric feature. That is, it can only be viewed on a server
where iMonitor is running. If you need to access the background process schedule on another server,
you must switch to the iMonitor running on that server. As you upgrade more servers to eDirectory 8.5
or later versions, iMonitor's server-centric features will be more available to you. Other server-centric
features include the DSTrace and DSRepair pages.

To access information on the Background Process Schedule page, you must be the equivalent of
Administrator of the server or a console operator. You are prompted to log in so your credentials can
be verified before you can access information on this page.

Configuring Background Processes

To decrease how long background process cycles run, administrators can configure one of the
following Background Process Delay Settings policies on the Background Process Settings window in
iMonitor:

+ CPU
¢ Hard Limit
¢ Purger Delay

To configure the background process:

1 Log into iMonitor.
2 Goto Agent Configuration > Background process settings.

3 Scroll down to the Background Process Delay Settings section and set the delay interval to any
value from 0 through 100 milliseconds.

By default, the Hard Limit policy is enabled with all the three processes sleeping for 100
milliseconds.

or
Select the CPU Policy and configure as appropriate.

By default, the Maxi mum CPU uti |l i zati on %parameter is set to 80% and Maxi num Del ay
Li m t is set to 100 milliseconds.

4 Inthe Purger Interval field, enter the delay interval.
By default, it is set to 30 minutes. You can change it depending on your requirement.

Viewing eDirectory Server Errors

From the Error Index page, you can view information about the errors found on your eDirectory
servers. The errors are separated into two fields: eDirectory-specific errors and other errors that
might be of interest. Each error listed is hyperlinked to a description that contains an explanation,
possible cause, and troubleshooting actions.

1 IniMonitor, click Error Index in the Assistant frame.

From the Error Index page you can link to the latest NetlQ documentation on errors, technical
information, and white papers.
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Viewing DSRepair Information

From the DSRepair page, you can view problems and back up or clean up your DIB sets. NetlQ
iMonitor's DSRepair is a server-centric feature. That is, it can be initiated only on a server where
iMonitor is running. If you need to access the DSRepair information on another server, you must
switch to the iMonitor running on that server. As you upgrade more servers to later versions of
eDirectory, iMonitor's server-centric features will be more available to you. Other server-centric
features include the DSTrace and Background Process Schedule pages.

To access information on this page, you must be the equivalent of Administrator of the server or a
console operator. You are prompted to log in so your credentials can be verified before you can
access information on this page.

1 In iMonitor, click DSRepair .

2 Choose from the following options:

+ Downloads lets you retrieve repair-related files from the file server. You will not be able to
access dsrepai r. | og if the DSRepair utility is running or you have initiated a repair from
the DSRepair page in iMonitor until the operation is finished.

+ Delete Old DIB Sets lets you delete an old DIB set by clicking the red X.

WARNING: This action is irreversible. When you select this option, the old DIB set will be
purged from the file system.

+ DS Repair Advanced Switches lets you fix problems, check for problems, or create a
backup of your database. You will not need to enter information in the Support Options field
unless you are directed to do so by NetlQ Support.

3 Click Start Repair to run DS Repair on this server.

Viewing Agent Health Information

From the Agent Health page, you can view health information about the specified eDirectory agent
and the partitions and replica rings it participates in.

1 In iMonitor, click Agent Health in the Assistant frame.
2 Click the links to view detailed information.

Browsing Objects in Your Tree

From the Browse page, you can browse any object in your tree. The Navigation bar at the top of the
page lets you know what server the object you are viewing is on, and the path to the object. The
Replica frame on the left of the page lets you view or access the same object on any real partition.
Click any underlined object on the page to view more information about an object. You can also click
any portion of the name in the Navigator frame to browse up the tree.

The information displayed on this page depends on the eDirectory rights you are logged in with, the
type of object you are browsing, and the version of NDS or eDirectory you are running. This page
displays XRef objects if you are logged in with Supervisor rights. You can use the replica list to jump
to a real copy of the replica. If you are browsing for objects in dynamic groups, the time stamp will not
be displayed for the dynamic members.

Replica Synchronization displays the synchronization status of the replica that contains this object.

Entry Synchronization shows which attributes need to be synchronized from this server’s point of
view.
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Connection Information indicates where iMonitor got the information for this object.

Entry Information displays the names, flags, base class, modification time stamp, and summary of
connection information for the object.

Send Entry to All Replicas resends this entry’s attributes to all other replicas. This process could take
some time if the object has many attribute values. This does not make all other copies of the object
identical. It simply allows the other replicas to reconsider each attribute.

Send All (visible only if the object being browsed is a partition root and the Advanced Mode Option is
enabled) resends all entries in this partition to all the servers holding replicas of the partition. This
does not make all copies of the objects being sent identical. It simply allows the other replicas to

reconsider each object and its attributes.

Viewing Entries for Synchronization or Purging

From the Change Cache page, you can view a list of entries that this server needs to consider for
synchronization or purging. This option is available only if the server you are accessing is running
eDirectory 8.6 or later and the object you are viewing is a partition root. You must have Supervisor
rights to the eDirectory server to view this page.

Entry Synchronization lets you determine why an entry needs to be synchronized.

NOTE: iMonitor only lists a limited number of objects in the Change Cache page. If you want to view
all objects in the change cache, either for a specific partition or for all partitions on a server, you can
run a Change Cache Dump Report in the Reports page. See “Configuring and Viewing Reports” on
page 243 for more information about configuring and running reports in iMonitor.

Viewing NetlQ ldentity Manager Details

From the DirXML Summary page, you can view a list of any DirXML drivers running on your server,
the status of each driver, any pending associations, and driver details.

1 In iMonitor, click DirXML Summary .
2 Choose from the following options:

Status displays the current state of the specified driver. Possible states include stopped, starting,
running, shut down, pending, and getting schema.

Start Option displays the current startup option specified for the selected driver.
Pending displays the number of associations that have not yet been made.

Driver Details Icon displays subscriber and publisher details, XML rules, filters, and pending
association lists for DirXML drivers running on your server. Details on the first 50 pending objects
are also displayed on this page. The XML rule details provided on this page can be used to
determine what to look for in the pending objects to allow their creation to proceed for the
specified DirXML driver.
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Viewing the Synchronization Status of a Replica

From the Replica Synchronization page, you can view the synchronization status of a replica.

1 IniMonitor, click Agent Synchronization in the Assistant frame.
2 Click Replica Synchronization for the partition you want to view.

3 Use the links on this page and in the navigation bar on the left to access other partitions and
jump through your replica ring.

Configuring and Viewing Reports

From the Reports page, you can view and delete reports run directly on this server. Some reports
might take a long time to run and can be resource intensive.

Scheduled reports run without authenticating as a user, using the [Public] identity. Any reports you run
directly are run as your identity. All report data is stored on the server from which you run the report.
iMonitor stores report data in the following directories by default, depending on the operating system:

Platform Directory
Windows C:\ Novel I \ NDS\ ndsi non\ dsr eport s\
Linux /var/opt/novel | / eDirectory/datal/dsreports

The Report Config page lets you view a list of preconfigured, custom, and scheduled reports. Use this
page to modify and run reports and to create custom reports for iMonitor pages. The following table
lists preconfigured reports included with iMonitor.

Report Description

Server Information Walks the entire tree, communicates with every NCP server it can find, and
reports any errors it finds. Use this report to diagnose time synchronization
and limber problems, or to find out if the current server is able to
communicate with all other servers from this server’s perspective. If selected
in the Configuration page, this server can also generate NDS Agent Health
information for every server in the tree.

Obituary Listing Lists all obituaries on this server.

Object Statistics Evaluates the objects in a given scope, then generates lists of objects
matching the requested criteria. These criteria include such things as future
time, unknown objects, renamed objects, counts of base classes, containers,
alias, and external references.

Change Cache Dump Lists all the objects in the change cache for the selected partition or for all
partitions on the server. This report also generates an XML dump of the
objects in the change cache, along with attributes and values that need to be
synchronized across servers. The report provides information for analyzing
all objects in the change cache.

NOTE: iMonitor stores change cache dumps in the same directory as the
actual Change Cache Dump Report, as listed in the previous table.

Service Advertising Lists all directories and servers known to the current server through SLP or
SAP.
Agent Health Gathers health information for the current server.
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Report Description

Value Count Generates a list of objects with attribute, which have value count more than
a value you specify.

Viewing and Deleting Reports

1 In iMonitor, click Reports =,
2 Click [¥] to delete a report or [ig, to view a report.

Running a Report

1 In iMonitor, click Reports > Report Config.

2 Click =% torun a report.

Configuring or Scheduling a Report

1 In iMonitor, click Reports > Report Config.

—

2 Click 5=% to configure and schedule a report.
3 Select any options you want, then click Save Defaults to save the options you selected.
4 (Optional) Configure the report to run either periodically or at a later time.
4a Specify a frequency, start time, and start day.
4b Click Schedule.
5 Click Run Report to start the report.

Creating a Custom Report
Custom reports let you launch any iMonitor page as a report.

1 In iMonitor, click Reports > Report Config.

2 Inthe Runable Report list, clic =¥ custom Reports.

3 Enter a name for the report, then enter the URL for the iMonitor page you want to launch as a
report.

When running a custom report, enter the URL as follows:
/ nds/required page

4 In the Saved reports field, specify the number of versions of the report you want to keep or
retain.

5 (Optional) Click Save to save the report.

6 (Optional) Configure the report to run either periodically or at a later time.
6a Specify a frequency, start time, and start day.
6b Click Schedule.

7 Click Run Report to start the report.
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Viewing Schema, Class, and Attribute Definitions

From the Schema page, you can view your schema, class, and attribute definitions. You can view the
schema that is loaded on your tree, with any extensions that have been made, and information
specific to your particular schema, such as any changes or extensions you've made to the schema.

1 IniMonitor, click Schema in the Assistant frame.
2 Choose from the following options:

Synchronization List lists the servers that this server will synchronize with. This option is
available only for servers running NDS eDirectory 8.5 or later. You must have Supervisor rights
on the server to view this information.

Schema Root displays information about the schema replica closest to the root of the tee in this
context.

Each eDirectory server stores a replica of the schema in its entirety. The schema replica is
stored separately from the partitions that contain directory objects. Changes to any one schema
replica are propagated to the other replicas. You can perform modifications to the schema only
through a server that stores a writable replica of the root partition. Servers storing read-only
replicas of the root partition can read but not modify schema information.

Attribute Definitions lists the name of each attribute, the syntax that the attribute value will be in,
and the constraints that the attribute operates under. Use the navigation frame on the left to
browse for and access individual attributes.

Class Definitions lists the name of each class, its rules, and its attributes. Use the navigation
frame on the left to browse for and access individual attributes.

Searching for Objects

From the Search page, you can search objects based on a variety of query options and filters. The
search query options and filters are grouped in two levels of search request forms: basic and
advanced. The basic search request form is designed for average users of eDirectory and simple
searches. The advanced search request form is designed for advanced users and complicated
searches. Currently, only server-level search is supported.

All the search options and filters in the four sections are conjunctive. Blank fields (except the Relative
Distinguished Name) will be ignored. Use the Ctrl key to deselect an item or select more than one
item on the multilists. Deselected multilists will also be ignored.

1 In NetlQ iMonitor, click Search .
2 Choose from the following options:
+ Scope Options lets you specify the scope of the search.
+ Entry Filters lets you specify search query filters related to the entry information.

¢ Attribute and Value Filters lets you specify search query filters related to the attributes and
values.

+ Display Options lets you specify options which control the display format of the search
results.

NOTE: The Display Options settings are only available if you click Advanced to view all
Advanced Search options.
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3 Click the Help button at the bottom of the search request form to see brief help information
added to the form itself.

Click Reload or Refresh to clear the help information.

Using the Stream Viewer

From the Stream Viewer page, you can view the current stream in any of the following formats:

+ Plain text
¢ HTML

* GIF

+ JPEG

+ BMP

* WAV

¢ Hex Dump
¢ Other

If you have stream attributes that you consistently want to view in a particular format, you can use the
Stream Viewer to select default display settings.

NDS Stream Attribute Setup changes the default display format for streams in your browser. It is up to
your browser to display the stream correctly, so it might not always apply the settings you have
selected.

You must be authenticated to the server to apply any changes you have made to the default settings.
Your changes are stored in streans. i ni (for Windows servers) or st reans. conf (for Linux server),
S0 you can also manually edit the default settings.

Clone DIB Set

This option creates a complete DIB fileset duplicate of an eDirectory database stored on a single
server (the source server). The DIB Clone must be taken from the source server that holds all the
master replicas in the tree. The clone can then be placed on another server (the target server). When
the target server initiates eDirectory, it loads the DIB fileset, contacts the master replica of the server
object, resolves its name, then synchronizes any changes to the DIB fileset made after the clone was
created.

The clone of an eDirectory DIB set should only be placed on a server running the same operating
system as the server the clone was created on. For example, if you want to restore a cloned DIB
fileset to a Linux server, create the clone on a Linux server and not on a Windows server.

Although the back end for this feature was shipped with eDirectory 8.7, it was not supported until
eDirectory 8.7.1 running iMonitor 2.4 or later. This option does not apply to any version of NetlQ
eDirectory or NDS prior to 8.7.
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Figure 8-4 Clone DIB Set Page in iMonitor
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This section includes the following information:
¢ “Clone DIB Set Use Cases” on page 247
¢ “Creating a Clone” on page 248
Clone DIB Set Use Cases
Clone DIB Set provides the following use cases:
+ Create a new server with partitions already in an “on” state.

Advantages include the following:

+ All servers in the ring do not need to be up and running to add a new server to the replica

ring.

+ Anew server will automatically have all partitions with no synchronization necessary.

+ Quicker up time.
+ Disaster recovery

Advantages Disadvantages

+ Only need one copy of the partition to
succeed.

* Less down time on large servers with
multiple partitions.

+ Must have at least one good copy of the
partitions in question.

* Won't handle any SSL or security backups.

+ Does not handle the file system.
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+ Backup and restore

Advantages Disadvantages
* Quicker up time, especially on large + Only adds core eDirectory. LDAP, SNMP,
scale databases. SSL, etc. are not installed or configured.

+ Will not get the latest changes. Only a
snapshot is taken. Roll forward logs are not
executed.

Because of the listed disadvantages, we do not recommend using Clone DIB Set for backup and
restore purposes.

Creating a Clone

A clone DIB fileset can be created with the originating server either online or offline. The offline
method requires eDirectory to be brought down. In the online mode, eDirectory is up and not locked.

+ “Online Method” on page 248
+ “Offline Method” on page 249

WARNING: Do not use the Dibclone utility on an Identity Management server to clone another server,
because this generates unnecessary TAO files on the cloned server.

Online Method

1 Load the ndsclone module on the source server.

Platform To Extend the Schema

Windows In NDSCons. exe, select dsclone.dll, then click Start.

Linux Add an ndscl one entry to the ndsnmodul es. conf file, then use the
http://1P address: port/dhost page to load the Directory Clone
Agent.

NOTE: The ndscl one module can also be loaded using the ndstrace -
¢ "l oad ndscl one" command.

2 Disable the inbound sync from iMonitor agent configuration page before starting the clone DIB
process on the source server.

3 Create the clone DIB fileset.
3a Run Clone DIB Configuration in iMonitor.
Click Agent Configuration > Clone DIB Set > Create New Clone.

3b Specify the fully qualified name of the target server and the file path where the cloned DIB
files will be placed, then check the Create Clone Object and the Clone DIB Online boxes.

The NCP Server name (Clone Object) of the target server must match the target server
name.

3c Click Submit.
The NDS Clone object is created and the DIB fileset is copied to the specified destination.

4 Install and configure eDirectory on the target server and bring down the server.
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5 Copy the DIB directory containing the cloned DIB fileset to the target server.

Additionally, on Linux system, copy the / et ¢/ opt / novel | / eDi r ect ory/ conf/ nds. conf file
from the source server to the target server and update the following references to the target
server:

+ Change the IP Address for the following parameters
+ ndu.server.interfaces
+ http.server.interfaces
+ https.server.interfaces

+ Provide the NCP Server Name which is created in step 3b in the n4u. nds. ser ver - name
parameter

+ Provide the Preferred Server Name in n4u. nds. pr ef erred- ser ver parameter. Usually the
host name of the target server is considered as the preferred server name.

6 Remove the ni ci sdi . key from /var/opt/novel | /nici/0and/var/opt/novell/nici/O0/
backup on the target server.

7 Now start the target server and run the ndsconfi g upgr ade command.

8 Ensure that master replica of the target Server object is running eDirectory and is available.
When eDirectory initializes on the target server, it communicates with the master replica where
the final naming of the target server is resolved.

9 Make sure that the replica attribute value of the target server is synched with all the servers.
Once the attribute changes are available on all servers, reenable the inbound sync on the source
server. The inbound sync can be enabled either through the iMonitor agent configuration page or
through DSTrace.

10 To complete the eDirectory configuration, see “Completing the eDirectory Configuration” on
page 250.

Offline Method

1 Create the clone DIB fileset.
1la Run Clone DIB Configuration in iMonitor.
Click Agent Configuration > Clone DIB Set > Create New Clone.

1b Specify the fully qualified name of the target server, check the Create Clone Object box,
then uncheck the Clone DIB Online box.

The NCP Server name of the target server must match the target server name.
1lc Click Submit.

The NDS clone object is created, the DIB is locked in the source server, and an error reports
that eDirectory is locked.

2 Install and configure eDirectory on the target server and bring down the server.

3 Manually copy the *. nds, nds*, and nds. rf 1/ *. * files from the source server’'s DIB directory to
a destination or media on the target server convenient for moving the set to the target server's
DIB directory. Additionally, on Linux system, transfer the / et c/ opt / novel | / eDi r ect ory/ conf/
nds. conf file to the target server and update the following references to the target server:

+ Change the IP Address for the following parameters
+ n4u.server.interfaces
+ http.server.interfaces
+ https.server.interfaces
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+ Provide the NCP Server Name which is created in step 1b in the n4u. nds. ser ver - nanme
parameter

+ Provide the Preferred Server Name in n4u. nds. pr ef err ed- server parameter. Usually the
host name of the target server is considered as the preferred server name.

4 Remove the ni ci sdi . key from /var/opt/ novel | / nici/0 and/var/opt/novel | / nici/0/
backup on the target server.

5 Export NDSD_DISABLE_INBOUND=Y environment variable, then start ndsd to disable the
inbound sync on the source server.

6 Restart eDirectory on the source server.

If eDirectory is restarted on the source server before the files are copied, this clone is invalid.
The new NCP Server object must then be deleted and the clone must be recreated.

7 Now start the target server and run the ndsconfi g upgrade command.

8 Make sure that the replica attribute value of the target server is synched with all the servers.
Once the attribute changes are available on all servers, reenable the inbound sync on the source
server. The inbound sync can be enabled either through the iMonitor agent configuration page or
through DSTrace.

9 Install eDirectory and start the server on the target server, with the DIB directory containing the
cloned DIB fileset.

Ensure that master replica of the new target server object is running eDirectory and is available.
When eDirectory initializes on the target server, it communicates with the master replica where
the final naming of the target server is resolved.

10 To complete the eDirectory configuration, see “Completing the eDirectory Configuration” on
page 250.

Completing the eDirectory Configuration

+ “SIDKEY” on page 237
+ ‘Configuring SAS, LDAP, and SNMP Services” on page 237

SDIKEY

1 Bring down eDirectory on the target server.

2 Move or rename the / var/ opt/ novel | / ni ci / 0/ ni ci sdi . key and the /var/ opt/novel | / nici/
0/ backup/ ni ci sdi . key file on file system of the target server.

Platform Directory
Windows C: \ W NDOWE\ syst enB2\ novel | \ ni ci\ ni ci sdi . key
Linux [ var/opt/novel I / nici/O0/nicisdi.key

/var/ opt/novel | / ni ci/0/backup/ ni ci sdi . key

3 Start eDirectory on the target server.

Configuring SAS, LDAP, HTTP, and SNMP Services

Linux: You can configure SAS, LDAP, SNMP, and HTTP services in one operation by entering the
following command at the command line:

ndsconfi g upgrade [-a admin FDN|
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Windows: Run the eDirectory installer and complete the configuration of SAS, LDAP, SNMP, and
HTTP services.

After completing the configuration, HTTP listens on ports 80 and 443 by default. eDirectory stores the
HTTP port configuration on the HTTP server object. If required, you can change the port configuration
as an administrator user.

For configuring the services individually, refer the following tables:

SAS

Platform Command or Tool

Windows Create SAS Service object and Certificates by using iManager.
LDAP

Platform Command or Tool

Windows Create LDAP Server and Group Objects by using iManager.
SNMP

Platform Command or Tool

Windows rundl32 snmpinst, snmpinst -c createobj -a userFDN -p

password -h hosthname_or_IP_address

Ensuring Secure iMonitor Operations

Securing access to your iMonitor environment involves the following protective steps:

1. Use afirewall and provide VPN access (this also applies to NetlQ iManager and any other Web-
based service that should have restricted access).

2. Whether a firewall is in place or not, limit the type of access allowed through iMonitor to further
protect against Denial of Service (DoS) attacks.

Although substantial efforts have been made to ensure that iMonitor validates the data it
receives via URL requests, it is nearly impossible to guarantee that every conceivable invalid
input is rejected. To reduce the risk of DoS attacks via invalid URLS, there are three levels of
access that can be controlled through iMonitor’s configuration file using the LockMask: option.

Access Level Description

0 Require no authentication before iMonitor processes URLS. In this case,
the eDirectory rights of the [Public] identity are applied to any request, and
information displayed by iMonitor is restricted to the rights of the [Public]
user. However, because no authentication is required to send URLs to
iMonitor, iMonitor might be vulnerable to DoS attacks that are based on
sending garbage in the URL.
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Access Level Description

1 (Default) Before iMonitor processes URLS, require successful authentication as
some eDirectory identity. In this case, the eDirectory rights of that identity
are applied to any request and are, therefore, restricted by those rights.
The same DoS vulnerability as level 0 exists, except the attack must be
launched by someone who has actually authenticated to the server. Until a
successful authentication occurs, the response to any iMonitor URL
request is a login dialog box, so iMonitor should be impervious to attacks by
unauthenticated users when it is configured in this state.

2 Before iMonitor processes URLS, require successful authentication as an
eDirectory identity that has supervisor equivalency on the server that
iMonitor is authenticating to. The same DoS vulnerability as level 1 exists,
except the attack must now be launched by someone who has actually
authenticated as a supervisor of the server. Until a successful
authentication occurs, the response to any iMonitor URL request is a login
dialog box, so iMonitor should be impervious to attacks by unauthenticated
users and non-supervisor authenticated users when it is configured in this
state.

Level 1 is the default because many administrators do not have supervisory access to every
server in the tree but might need to use the iMonitor service on a server that their servers interact
with.

NOTE: There are several features of iMonitor, such as Repair and Trace, that require supervisor
equivalency to access regardless of the LockMask setting.

Configuring HTTP Server Object

An eDirectory installation creates an HTTP server object. The default configuration for HTTP
Services is located in the directory on this object. However, you can modify the default configuration
by using NetlQ iManager. The HTTP server object represents server-specific configuration data.

The following are the attributes on the HTTP server object:

*

*

*

httpDefaultTLSPort: Indicates the secure port at which HTTP the server listens.
httpDefaultClearPort: Indicates the clear text port at which HTTP the server listens.

httpAuthRequiresTLS: Indicates whether the request coming through the clear text port need
to be redirected to a secure port.

httpTraceLevel: Indicates the debug level of HTTP server in DSTrace.

httpKeyMaterialObject: Holds the DN of the certificate object which the HTTP server needs to
use when handling the secure connection. To configure iMonitor interfaces in Suite B mode,
enable the desired Suite B mode by setting the value of httpBindRestrictions to the Suite B mode
and then associate an appropriate ECDSA server certificate to httpKeyMaterialObject.By default,
httpkeyMaterialObject is set to use the RSA certificate.

httpSessionTimeout: Indicates the timeout of the HTTP sessions. The default value is 900
seconds.

httpKeepAliveRequestTimeout: Indicates the keep alive timeout of each HTTP request. The
default value is 15 seconds.

httpRequestTimeout: Indicates the timeout of each HTTP request. The default value is 300
seconds.
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+ httplOBufferSize: Indicates the input and output buffer size of the HTTP server. The default
value is 8192 bytes.

+ httpThreadsPerCPU: Indicates the HTTP threads that has to be spawned per CPU. The default
value is 2 threads.

+ httpHostServerDN: Holds the DN of the NCP server object to which it is associated with.
+ httpBindRestrictions: Allows you to set the cipher encryption level.
+ RSA: You can use the following values to restrict the cipher usage:
+ 0 - accept HIGH, MEDIUM, LOW and EXPORT ciphers
¢ 1 - accept HIGH, MEDIUM, and LOW ciphers only
¢ 2 - accept HIGH and MEDIUM ciphers only
+ 3 - accept HIGH ciphers only
The default value is 3.
+ ECDSA 256: You can use the following value to restrict the cipher usage:
+ 4 - allows a 128-bit cipher or a 256-bit cipher
¢+ ECDSA 384: You can use the following values to restrict the cipher usage:
+ 5 - allows a 128-hit cipher or a 256-bit cipher
+ 6 - allows a 256-bit cipher
For ECDSA certificates, eDirectory allows only Suite B ciphers.

To configure LDAP and httpstk interfaces in Suite B mode, log in to iManager with administrator
rights and enable one of the Suite B modes and then associate an appropriate ECDSA server
certificate to these interfaces. You need to do this for every eDirectory server using the server's
LDAP and httpstk configuration objects such as IdapServer and httpServer. Before turning on
Suite B mode, ensure that all LDAP clients, LDAP browsers, and web browsers in the eDirectory
environment support TLS 1.2 and EC certificates.

Setting HTTP Stack Parameters Using ndsconfig

The following are the HTTP stack parameters using ndsconfig:
+ http.server.interfaces: Holds the clear text interface at which the HTTP server listens. This is
set during a new instance configuration by ndsconfig.

+ http.server.request-io-buffer-size: Indicates the input and output buffer size of the HTTP
server. The detault value is 8192 bytes.

+ http.server.request_timeout-seconds: Indicates the timeout of each HTTP request. The
default value is 300 seconds.

+ http.server.keep-timeout-seconds: Indicates the keep alive timeout of each HTTP request.
The default value is 15 seconds.

+ http.server.threads-per-processor: Indicates the HTTP threads that has to be spawned per
CPU. The default value is 2 threads.

+ http.server.session-exp-seconds: Indicates the time out of the HTTP sessions. The default
value is 900 seconds.

+ http.server.trace-level: Indicates the debugging level of HTTP stack in DSTrace. The default
level is 2.

+ http.server.clear-port: Indicates the clear text port at which HTTP server listens.
+ http.server.tls-port: Indicates the secure port at which the HTTP server listens.
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+ http.server.auth-reqg-tls: Indicates whether the requests coming through clear text port need to
be redirected to secure port.

+ https.server.interfaces: Holds the secure interface at which the HTTP server listens. This is set
during new instance configuration by ndsconfig.

+ https.server.cached-cert-dn: Holds the DN of the certificate object, which the HTTP server
needs to use while handling the secure connection.

Using cn=monitor for Monitoring

eDirectory provides an LDAP search method for monitoring the current state of an eDirectory server.
eDirectory records useful performance metrics and server state information for eDirectory
subsystems and background processes such as Threadpool, Connection Table, DClient, DS Agent,
Background Processes, and LDAP Server as an entry with the base DN of cn=noni t or. You can
obtain the statistics from the server by issuing a search request with a search base of cn=noni t or
and use this information for monitoring your eDirectory environment.

IMPORTANT: cn=noni t or is a virtual object and does not actually reside in the eDirectory tree. You
can use this method for monitoring eDirectory through LDAP interfaces.

eDirectory subsystems are registered as data producers within the monitoring framework. Table 8-1
lists the registered data producers in eDirectory. The framework gathers real time data from all the
registered data producers and shares it with the requestor of the data, who are the consumers of this
data. The monitoring framework dynamically generates and returns objects in response to search
requests in the cn=noni t or subtree. Each object contains information about a particular aspect of the
server. Some objects serve as containers for other objects and are used to construct a hierarchy of
objects, where cn=noni t or is the most superior object. You can use LDAP clients to access
information provided by the monitoring framework, subject to access and other controls, such as
LDAP server specific information or connection-specific information. eDirectory restricts this search
request only to users with write rights to the NDSRightsToMonitor attribute on the NCP server object.

You can access data from all the registered data producers with Idapsearch or with any general-
purpose LDAP browser.

To view the monitoring data from all the registered data producers, use the Idapsearch command:

| dapsearch -h <SrvlP> -p <port> -D <user dn> -w <password> -s sub -b cn=nonitor

NOTE: eDirectory does not support data filtering on cn=noni t or search. For some background
processes that are scheduled to run recursively, eDirectory displays these processes multiple times
as scheduled in the cn=roni t or search response. For example, SkulkerWorkerProc.

Viewing the Monitoring Statistics

| dapsear ch returns data from all the registered data producers in LDAP format using cn=noni t or as
a base. The LDAP server also acts as a data consumer in the LDAP object format.

Table 8-1 lists the data producers and the corresponding parameters containing the monitoring
statistics. There could be additional data producers when other products are configured with
eDirectory.
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Table 8-1 Data Producers and Monitoring Statistics Parameters

Data Producers

Monitoring Statistics Parameters

¢ Background Process

+ Partition

+ System State

+ Inbound connections

¢ Thread pool information

Agent

DHOST

DClient .
*

LDAP .
*
*
*

Record Manager .

* ThreadsSpawned

¢ ThreadsDied

¢ Threadsldle

+ ThreadsWorkers

+ ThreadPeakWorkers

+ ThreadPoolReadyQueueltems

+ ThreadPoolReadyQueueMaxWaitTime

¢ ThreadMinWaitTime
¢ ThreadMaxWaitTime

Outbound context
Outbound connection
Binding

Incoming operations
Outgoing operations
Traffic volume
CacheFault Looks
Cache Faults

Current Size,Hits

Hit Looks

Item Cached

Maximum size
OldVersionCachedCount
OldVersionCachedSize
Dlb Size

Checkpoint thread

The following DHOST processes and connection information is monitored:

When you issue a search request with a search base of cn=noni t or, the monitoring framework
dynamically generates and returns objects in response to the search request in the cn=monitor

subtree as listed in Table 8-2.
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Table 8-2 Objects Monitored by cn=monitor Search

Object Name

Description

cn=Monitor
cn=Agent,cn=Monitor

cn=BackGroundProclinterval,cn=Agent,cn=Monitor

cn=ARC resolve timer
thread,cn=BackGroundProclInterval,cn=Agent,cn=Mon
itor

cn=BacklinkProc,cn=BackGroundProclinterval,cn=Age
nt,cn=Monitor

cn=CPU Usage
monitor,cn=BackGroundProclInterval,cn=Agent,chn=Mo
nitor

cn=CheckBacklinks,cn=BackGroundProcInterval,cn=
Agent,cn=Monitor

cn=CheckExtRefProc,cn=BackGroundProcinterval,cn
=Agent,cn=Monitor

cn=ExtRefRefreshProc,cn=BackGroundProclnterval,c
n=Agent,cn=Monitor

cn=Janitor,cn=BackGroundProcInterval,cn=Agent,cn=
Monitor

cn=RunLimberUp,cn=BackGroundProcinterval,cn=Ag
ent,cn=Monitor

cn=Limber,cn=BackGroundProcinterval,cn=Agent,cn=
Monitor

cn=HiConvergenceHeartBeat,cn=BackGroundProclInt
erval,cn=Agent,cn=Monitor

cn=0bitProc,cn=BackGroundProclnterval,cn=Agent,c
n=Monitor

cn=PartitionPurgeProcess,cn=BackGroundProclinterv
al,cn=Agent,cn=Monitor

cn=Predicate Statistics
Update,cn=BackGroundProclinterval,cn=Agent,cn=Mo
nitor

cn=RNRAdvertise,cn=BackGroundProclinterval,cn=Ag
ent,cn=Monitor

cn=RefreshBinderyContext,cn=BackGroundProcinterv
al,cn=Agent,cn=Monitor

cn=Repair Inactive
Replicas,cn=BackGroundProcinterval,cn=Agent,cn=M
onitor

Root level object for monitoring data.
Provides information about Directory Service agent.

Provides information about background process. (is
this any specific process or in general all b/g
processes)

Provides information about advanced referral costing
background process.

Provides information about backlinker background
process.

Provides information about CPU usage background
process.

Provides information about checking the backlinker
background process.

Provides information about checking external
reference background process.

Provides information about refresh external references
background process.

Provides information about Janitor background
process.

Provides information about schedule limber
background process.

Provides information about Limber (connectivity
check) background process.

Provides information about schedule skulker
background process.

Provides information about Obituary background
process.

Provides information about partition purger
background process.

Provides information about predicate statistics update
background process.

Provides information about advertise service address
background process.

Provides information about refresh bindery
background process.

Provides information about repair inactive replicas
background process.
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Object Name

Description

cn=SchemaProc,cn=BackGroundProclInterval,cn=Age
nt,cn=Monitor

cn=SkulkerProc,cn=BackGroundProcinterval,cn=Age
nt,cn=Monitor

cn=SkulkerWorkerProc,cn=BackGroundProclnterval,c
n=Agent,cn=Monitor

cn=Partition,cn=Agent,cn=Monitor

cn=Status,cn=Agent,cn=Monitor
cn=DHOST,cn=Monitor

cn=InBoundConnection,cn=DHOST,cn=Monitor

cn=ThreadPool,cn=DHOST,cn=Monitor

cn=Dclient,cn=Monitor

cn=0utBoundConnection,cn=Dclient,cn=Monitor

cn=0utBoundContext,cn=Dclient,cn=Monitor

cn=LDAP,cn=Monitor
cn=LDAPStatistics,cn=LDAP,cn=Monitor

cn=Bindings,cn=LDAPStatistics,cn=LDAP,cn=Monitor

cn=IncomingOperations,cn=LDAPStatistics,cn=LDAP,
cn=Monitor

cn=0utgoingOperations,cn=LDAPStatistics,cn=LDAP,
cn=Monitor

cn=TrafficVolume,cn=LDAPStatistics,cn=LDAP,cn=Mo
nitor

cn=RecordManager,cn=Monitor

cn=Size,cn=RecordManager,cn=Monitor

cn=CheckPointThreadData,cn=RecordManager,cn=M
onitor

cn=CacheStatistics,cn=RecordManager,cn=Monitor

cn=CacheFaultLooks,cn=CacheStatistics,cn=Record
Manager,cn=Monitor

cn=CacheFaults,cn=CacheStatistics,cn=RecordMana
ger,cn=Monitor

Provides information about schema sync background
process.

Provides information about synchronization
background process.

Provides information about synchronization
background process.

Provides information about all user partitions on the
server. Multiple values of the same attribute denote
multiple partitions.

Provides information about server status.
Provides information about DHOST subsystems.

Provides information about inbound connection table
information.

Provides information about DHOST Threadpool
statistics.

Provides information about server-side DClient.

Provides information about outbound connection table
information.

Provides information about outbound context table
information.

Provides information on LDAP server.
Provides information about LDAP server statistics.

Provides information about binding statistics on LDAP
server.

Provides information about incoming operation
statistics on LDAP server.

Provides information about outgoing operations
statistics on LDAP server.

Provides information about LDAP server traffic volume
statistics.

Provides information about FLAIM database.

Provides information about size information of the
FLAIM database.

Provides information about check point thread.
Provides information about FLAIM database cache
statistics.

Provides cache fault looks information.

Provides cache fault information.
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Object Name

Description

cn=HitLooks,cn=CacheStatistics,cn=RecordManager,c Provides cache hit looks information.

n=Monitor

cn=Hits,cn=CacheStatistics,cn=RecordManager,cn=M

onitor

Provides cache hits information.

cn=IltemsCached,cn=CacheStatistics,cn=RecordMana Provides number of items cached information.

ger,cn=Monitor

cn=0ldVersionCachedCount,cn=CacheStatistics,cn=R Provides old version cached item count information.

ecordManager,cn=Monitor

cn=MaximumSize,cn=CacheStatistics,cn=RecordMan

ager,cn=Monitor

cn=CurrentSize,cn=CacheStatistics,cn=RecordManag

er,cn=Monitor

cn=0ldVersionCachedSize,cn=CacheStatistics,cn=Re

cordManager,cn=Monitor

Provides maximum cache size information.

Provides current cache size information.

Provides old version cached size information.

Each object contains information about a particular aspect of the server, such as a connection or a
thread. Table 8-3 lists the attributes that hold the monitoring statistics.

Table 8-3 Attributes Monitoring Statistics

Attribute

Description

BackgroundProcScheduled

BackgroundProcStartTime

PerishableData

OBIT_NEWRDN_PURGEABLE
OBIT_NEWRDN_OK_TO_PURGE
OBIT_NEWRDN_NOTIFIED
OBIT_NEWRDN_ISSUED
OBIT_MOVED_PURGEABLE
OBIT_MOVED_OK_TO_PURGE
OBIT_MOVED_NOTIFIED
OBIT_MOVED_ISSUED
OBIT_DEAD_PURGEABLE
OBIT_DEAD_OK_TO_PURGE
OBIT_DEAD_NOTIFIED

OBIT_DEAD_ISSUED

Next scheduled time for the background process. Multiple values
denote that the background process is scheduled multiple times.

Next start time for the background process. Multiple values denote that
the background process is running multiple times.

The amount of data not synced out to any other server (denoted in
seconds).

Number of NEWRDN obituaries in purgeable state.
Number of NEWRDN obituaries in ok to purge state.
Number of NEWRDN obituaries in notified state.
Number of NEWRDN obituaries in issued state.
Number of moved obituaries in purgeable state.
Number of moved obituaries in ok to purge state.
Number of moved obituaries in notified state.
Number of moved obituaries in issued state.
Number of dead obituaries in purgeable state.
Number of dead obituaries in ok to purge state.
Number of dead obituaries in notified state.

Number of dead obituaries in issued state.
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Attribute

Description

OBIT_COUNT_FROM_DATABASE_|

NDEX

MaxRingDelta

ChangeCacheCount
eDirectoryUpTime
eDirectorySystemCurrTime
eDirectoryAgentVersion
MaxInBoundConnection
InBoundConnectionCount
ThreadsWorkers
ThreadsSpawned
Threadsldle

ThreadsDied
ThreadWaitingQueuePeakltems

ThreadWaitingQueueltems

ThreadPoolReadyQueueMaxWaitTim

e
ThreadPoolReadyQueueltems
ThreadPeakWorkers
ThreadMinWaitTime
ThreadMaxWaitTime
TotalOpenOutBoundConnection
RefusedOutBoundConnection
MaxOutBoundConnection
TotalOutBoundContextCount

ActiveOutBoundContextCount

Total obituary count.

Maximum amount of data not synchronized between any two servers in

the replica ring (denoted in seconds).

Current change cache count on the patrtition.
Number of seconds since server has been running.
Current system time of the server.

Current Directory Server agent version.

Maximum inbound connection.

Current inbound connection count.

Number of worker threads in Threadpool.

Number of threads spawned.

Number of threads idle.

Number of threads died.

Maximum number of threads in the waiting queue.
Current number of threads in the waiting queue.

Maximum wait time for thread in ReadyQueue.

Current number of threads in ReadyQueue.
Maximum number of pool workers.

Minimum thread wait time before getting scheduled.
Maximum thread wait time before getting scheduled.
Current open outbound connection count.

Refused outbound connection count.

Maximum outbound connection count.

Maximum outbound context count.

Current outbound context count.

unAuthBinds Number of unauthenticated/anonymous bind requests received.

Number of bind requests that were authenticated using SASL and
X.500 strong authentication procedures. This includes the binds that
were authenticated using external authentication procedures.

strongAuthBinds

simpleAuthBinds Number of bind requests that were authenticated using simple
authentication procedures where the password is sent over the wire in

encrypted or clear text format.

bindSecurityErrors Number of bind requests that have been rejected due to inappropriate
authentication or invalid credentials.
wholeSubtreeSearchOps Number of whole subtree search requests received.
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Attribute

Description

searchOps

removeEntryOps

readOps

onelLevelSearchOps

modifyRDNOps

modifyEntryOps

listOps

inOps
extendedOps
compareOps
addEntryOps
abandonOps
referrals

chainings

outBytes

inBytes

Total
EntryCache
BlockCache

TotalSize

EntryCacheSize
BlockCacheSize

CheckPointThreadWritingDataBlocks

CheckPointThreadStartTime

CheckPointThreadLogBlocksWritten

CheckPointThreadlsRunning

CheckPointThreadlsForced

CheckPointThreadForceStartTime

Number of search requests (baseObject searches, oneLevel searches,
and whole subtree searches) received.

Number of removeEntry requests received.
Number of read requests received.

Number of onelLevel search requests received.
Number of modifyRDN requests received.
Number of modifyEntry requests received.
Number of list requests received.

Number of requests received from client.
Number of extended operations.

Number of compare requests received.
Number of addEntry requests received.
Number of LDAP abandoned requests.
Number of referrals returned in response to requests for operations.

Number of operations forwarded by this eDirectory server to other
eDirectory servers.

Outgoing traffic, in bytes, on the interface. This includes responses to
client and eDirectory servers as well as requests to other eDirectory
servers.

Incoming traffic, in bytes, on the interface. This includes requests from
client as well as responses from other eDirectory servers.

Total item count in FLAIM cache.
Total item count in entry cache.
Total item count in block cache.
Total item size in FLAIM cache.
Total item size in entry cache.
Total item size in block cache.

0 denotes that checkpoint is not writing dirty blocks. 1 denotes that the
checkpoint is writing dirty blocks.

Checkpoint thread start time. Look at this value only if checkpoint thread
is running.

Number of log blocks written.

0 denotes that the checkpoint is not running. 1 denotes that checkpoint
thread is running.

Denotes whether checkpoint was forced.

Checkpoint forced start time. Look at this value only if checkpoint is
forced started.
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Attribute Description

CheckPointThreadDirtyCacheBlocks Number of dirty cache blocks.

CheckPointThreadDataBlocksWritten Number of dirty blocks written.

CheckPointThreadBlockSize Current block size.
TotalDIBSize Total FLAIM database size.
DIBStreamFileSize Total stream files size.
DIBRollBackFileSize Total roll back files size.
DIBRflmFileSize Total roll forward log files size.
DIBFileSize Total DIB files size.

A sample LDAP search output is below.

# LDAPv3

# base <cn=nonitor> with scope subtree
# filter: (objectclass=*)

# requesting: ALL

# BackG oundProclnterval, Agent, Monitor
dn: cn=BackG oundProcl nt erval , cn=Agent, cn=NMoni t or
sl owSyncl nterval : 1800
fastSynclnterval: 5

Server St at eUpThr eshol d: 1800
Janitorlnterval: 120

Hear t Beat Skul kI nterval : 3600

Fl at d eani ngl nterval : 43200

DRLI nterval : 60

Backl i nkl nterval : 46800

obj ectcl ass: Top

obj ectcl ass: extensi bl e(oj ect

# .G00D-ONE., Partition, Agent, Monitor
dn: cn=. G00D- ON\E. , cn=Partition, cn=Agent, cn=Nbni tor
ChangeCacheCount: 0

obj ectcl ass: Top

obj ectcl ass: extensi bl e(oj ect

# | nBoundConnecti on, DHOST, Monitor

dn: cn=I nBoundConnecti on, cn=DHOST, cn=Moni t or
Max| nBoundConnect i on: 256

I nBoundConnect i onCount : 20

obj ectcl ass: Top

obj ectcl ass: extensi bl e(oj ect

# ThreadPool , DHOST, Monitor

dn: cn=Thr eadPool , cn=DHOST, cn=Moni t or
Thr eads\Wor kers: 37

Moni tori ng

Thr eadsSpawned: 3572

Threadsldle: 7

ThreadsDi ed: 3535

Thr eadWai t i ngQueuePeakl t ens: 24

Thr eadWai ti ngQueuel tens: 20

Thr eadPool ReadyQueueMaxWai t Ti me: 574529
Thr eadPool ReadyQueuel tens: 0

Thr eadPeakWr kers: 90

ThreadM nWAi t Ti me: 2

ThreadMaxWai t Ti me: 16394616

Monitoring eDirectory

261



obj ectcl ass: Top

obj ectcl ass: extensi bl ethj ect

# Qut BoundConnection, Dclient, Monitor

dn: cn=CQut BoundConnecti on, cn=Dcl i ent, cn=Nbni t or

Tot al QpenQut BoundConnection: 17

Ref usedQut BoundConnection: 0

MaxQut BoundConnect i on: 4294967295

obj ectcl ass: Top

obj ectcl ass: extensi bl ethj ect

# Qut BoundCont ext, Dclient, Monitor

dn: cn=Qut BoundCont ext, cn=Dcl i ent, cn=Nbni t or

Tot al Qut BoundCont ext Count: 256

obj ectcl ass: Top

obj ectcl ass: extensi bl ethj ect

# Bi ndings, LDAPStatistics, LDAP, Monitor

dn: cn=Bi ndi ngs, cn=LDAPSt ati sti cs, cn=LDAP, cn=Nbni t or
unAut hBi nds: 6908

strongAut hBi nds: 0

si npl eAut hBi nds: 4433475

bi ndSecurityErrors: 0

obj ectcl ass: Top

obj ectcl ass: extensibl e(oj ect

# I ncom ngQperations, LDAPStatistics, LDAP, Monitor
dn: cn=l ncom ngQperati ons, cn=LDAPSt ati sti cs, cn=LDAP, cn=Nbni t or
whol eSubt reeSear chQps: 4426462

searchQps: 4426462

renoveEntryQps: 0

readOps: 0

oneLevel SearchQps: 0

nodi f yRDNOps: 0

nodi fyEntryOps: 4

listOps: O

i nOps: 8901739

extendedQps: O

conpareQps: 0

addEntryQps: 5

abandonQps: 0

obj ectcl ass: Top

obj ectcl ass: extensi bl ethj ect

# Qut goi ngQperations, LDAPStatistics, LDAP, Mbnitor
dn: cn=0Qut goi ngQper ati ons, cn=LDAPSt ati sti cs, cn=LDAP, cn=Nbni t or
referrals: 0

chainings: 0

obj ectcl ass: Top

obj ectcl ass: extensi bl ethj ect

# TrafficVolume, LDAPStatistics, LDAP, Nbnitor

dn: cn=Traf fi cVol une, cn=LDAPSt ati sti cs, cn=LDAP, cn=NMoni t or
out Byt es: 326809576

i nBytes: 380249498

obj ectcl ass: Top

obj ectcl ass: extensi bl ethj ect

Moni tori ng

# CacheFaul t Looks, RecordManager, Mbnitor

dn: cn=CacheFaul t Looks, cn=Recor dManager, cn=Nbni t or
Total Si ze: 2699

EntryCacheSi ze: 2539

Bl ockCacheSi ze: 160

obj ectcl ass: Top

obj ectcl ass: extensibl e(oj ect

# CacheFaul ts, RecordManager, Mbnitor
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dn: cn=CacheFaul t s, cn=Recor dManager, cn=Nbni t or
Total Si ze: 1948

EntryCacheSi ze: 1788

Bl ockCacheSi ze: 160

obj ectcl ass: Top

obj ectcl ass: extensi bl e(oj ect

# Current Si ze, RecordManager, Mbnitor

dn: cn=Current Si ze, cn=Recor dManager , cn=Nbni t or
Tot al Si ze: 4849664

EntryCacheSi ze: 3866624

Bl ockCacheSi ze: 983040

obj ectcl ass: Top

obj ectcl ass: extensi bl e(oj ect

# Hi tLooks, RecordManager, Monitor

dn: cn=H t Looks, cn=Recor dvanager, cn=Nbni t or
Total Si ze: 656418775

EntryCacheSi ze: 489811630

Bl ockCacheSi ze: 166607145

obj ectcl ass: Top

obj ectcl ass: extensi bl ethj ect

# H ts, RecordManager, Monitor

dn: cn=Hits, cn=Recor dManager, cn=NMbni t or
Tot al Si ze: 449815580

Ent ryCacheSi ze: 283226835

Bl ockCacheSi ze: 166588745

obj ectcl ass: Top

obj ectcl ass: extensi bl ethj ect

# |temsCached, RecordManager, Nbnitor

dn: cn=ltensCached, cn=Recor dManager, cn=Nbni t or
Total Si ze: 1865

EntryCacheSi ze: 1691

Bl ockCacheSi ze: 174

obj ectcl ass: Top

obj ectcl ass: extensibl e(oj ect

# Maxi munSi ze, RecordManager, Nbnitor

dn: cn=Maxi nunSi ze, cn=Recor dManager, cn=Nbni t or
Tot al Si ze: 200015872

EntryCacheSi ze: 100007972

Bl ockCacheSi ze: 100007900

obj ectcl ass: Top

obj ectcl ass: extensibl e(oj ect

# d dVersi onCachedCount, RecordManager, Mbnitor
dn: cn=0 dVer si onCachedCount, cn=Recor dManager, cn=Nbni t or
Total Si ze: 7

EntryCacheSi ze: 3

Bl ockCacheSi ze: 4

obj ectcl ass: Top
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obj ectcl ass: extensi bl e(oj ect

# O dVersi onCachedSi ze, RecordManager, Monitor
dn: cn=0 dVer si onCachedSi ze, cn=Recor dManager, cn=Moni t or
Moni tori ng

Total Si ze: 21376

EntryCacheSi ze: 4448

Bl ockCacheSi ze: 16928

obj ectcl ass: Top

obj ectcl ass: extensi bl ethj ect

# search result

search: 2

result: 0 Success

# nunResponses: 20

# nunEntries: 19

Using DSTrace

To use the DSTrace utility in a Linux environment, run the following command from the server prompt:
/ opt/ novel | / eDirectory/ bin/ ndstrace
The full syntax for the ndstrace command is as follows:

ndstrace [-1]|-u]-c "comandl;...... "|--version] [-h <local _interface:port>] [--
config-file <configuration_file_path>] [thrd <thread ID>] [svty <severity_|evel >]
[ conn <connection_| D>]

The DSTrace utility has three main parts:

+ “Basic Functions” on page 264
+ “Debugging Messages” on page 265

+ “Background Processes” on page 267

Basic Functions

The basic functions of DSTrace are to:

+ View internal eDirectory activity and debugging messages in Linux.
+ [Initiate limited synchronization processes.

You can use the DSTrace utility in either Ul mode or command line mode. By default, DSTrace runs in
Ul mode. To start DSTrace in Ul mode, enter the following command at the server prompt:

/ opt/ novel | / eDirectory/ bin/ ndstrace

To start DSTrace in command line mode, enter the following command at the prompt:

[ opt/ novel | / eDirectory/ bin/ ndstrace -1

To initiate basic DSTrace functions, enter commands at the server prompt using the following syntax:
ndstrace conmand_opti on

The following table lists the command options that you can enter.
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Option Description

ON Starts the eDirectory trace screen with basic trace messages.

OFF Disables the trace screen.

ALL Starts the eDirectory trace screen and displays all the trace messages.
AGENT Starts the eDirectory trace screen with the trace messages that are

equivalent to the ON, BACKLINK, DSAGENT, JANITOR, RESNAME, and
VCLIENT flags.

DEBUG Turns on a predefined set of trace messages typically used for debugging.
The flags set are ON, BACKLINK, ERRORS, EMU, FRAGGER, INIT,
INSPECTOR, JANITOR, LIMBER, MISC, PART, RECMAN, REPAIR,
SCHEMA, SKULKER, STREAMS, and VCLIENT.

NODEBUG Leaves the trace screen enabled, but turns off all debugging messages
previously set. This option also leaves the messages set to the ON
command option.

Debugging Messages

When the DSTrace screen is enabled, the information displayed is based on a default set of filters. If
you want to view more or less than the default, you can manipulate the filters using the debugging
message flags. The debugging messages help you determine the status of eDirectory and verify that
everything is working well.

Each eDirectory process has a set of debugging messages. To view the debugging messages on a
particular process, use a plus sign (+) and the process name or option. To disable the display of a
process, use a minus sign (-) and the process name or option. The following are some examples:

Message Description

set ndstrace = +SYNC Enables the synchronization messages.
set ndstrace = - SYNC Disables the synchronization messages.
set ndstrace = +SCHEMA Enables the schema messages.

You can also combine the debugging message flags by using the Boolean operators & (which means
AND) and | (which means OR). The syntax for controlling the debugging messages at the server
console is as follows:

set ndstrace = <trace_flag> [paraneter]

The following table describes the trace flags for the debugging messages. You can enter
abbreviations for each of the trace flags.

Trace Flag Description

ABUF Messages and information related to inbound and outbound packet buffers
that contain data being received in conjunction with, or in response to, an
eDirectory request.

ALOC Messages to show the details of memory allocation.
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Trace Flag

Description

AREQ
AUTH
BASE
BLNK
CBUF
CHNG
COLL

CONN

DNS
DRLK
DVRS

DXML
FRAG

INIT
INSP

INTR

LDAP
LMBR
LOCK

LOST
MISC
MOVE
NCPE
NMON
OBIT
PART

Messages related to inbound requests from other servers or clients.
Messages and error reports relating to authentication.

Debug error messages at the minimum debugging level.

Backlink and inbound obituary messages and error reports.
Messages related to outbound DS Client requests.

Change cache messages.

Status and error reports concerning an object’s update information when the
update has been previously received.

Messages that show information about the servers your server is trying to
connect to, and about errors and timeouts that might be causing your server
not to connect.

Messages about the eDirectory-integrated DNS server processes.
Distributed reference link messages.

Messages to show DirXML® driver-specific areas that eDirectory might be
working on.

Messages to show details of DirXML events.

Messages from the NCP™ fragger which breaks eDirectory messages into
NCP-sized messages.

Messages related to inbound requests and processes.
Messages related to the initialization of eDirectory.

Messages related to the integrity of objects in the source server’s local
database. Using this flag increases the demands on the source server’s disk
storage system, memory, and processor. Do not leave this flag enabled unless
objects are being corrupted.

Messages related to the following background processes: janitor, replica
synchronization, and flat cleaner.

Messages related to the LDAP server.
Messages related to the limber process.

Messages related to the use and manipulation of the source server’s local
database locks.

Messages related to lost entries.

Messages from different sources in eDirectory.

Messages from the move partition or move subtree operations.
Messages to show the server receiving NCP-level requests.
Messages related to iMonitor.

Messages from the obituary process.

Messages related to partition operations from background processes and from
request processing.
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Trace Flag Description

PURG Messages about the purge process.

RECM Messages related to the manipulation of the source server's database.

RSLV Reports related to the processing of resolve name requests.

SADV Messages related to the registration of tree names and partitions with Service

Location Protocol (SLP).
SCMA Messages related to the schema synchronization process.

SCMD Messages showing the details of schema-related operations. They give details
of both inbound and outbound synchronization.

SKLK Messages related to the replica synchronization process.

SPKT Messages related to eDirectory NCP server-level information.

STRM Messages related to the processing of attributes with a Stream syntax.

SYDL Messages showing more details during the replication process.

SYNC Messages about inbound synchronization traffic (what is being received by the
server).

TAGS Displays the tag string that identifies the trace option that generated the event
on each line displayed by the trace process.

THRD Messages to show when any background processes (threads) begin and end.

TIME Messages about the transitive vectors that are used during the

synchronization process.

TVEC Messages related to the following attributes: Synchronize Up To, Replica Up
To, and Transitive Vector.

VCLN Messages related to the establishment or deletion of connections with other
servers.

As you use the debugging messages in DSTrace, you will find that some of the trace flags are more
useful than others. One of the favorite DSTrace settings of NetlQ Support is actually a shortcut:

set ndstrace = A81164B91

This setting enables a group of debugging messages.

Background Processes

In addition to the debugging messages, which help you check the status of eDirectory, there is a set
of commands that force the eDirectory background processes to run. To force the background
process to run, place an asterisk (*) before the command. For example:

set ndstrace = *H

You can also change the status, timing, and control for a few of the background processes. To change
these values, place an exclamation point (!) before the command and enter a new parameter or
value. For example:

set ndstrace = !'H 15 (paraneter_val ue_i n_m nut es)

The following is the syntax for each statement controlling the background processes of eDirectory:
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set ndstrace = <trace_flag> [paraneter]

The following table lists the trace flags for the background processes, any required parameters, and
the process the trace flags are displayed.

Trace Flag Parameters Description

*A None Resets the address cache on the source server.

*AD None Disables the address cache on the source server.

*AE None Enables the address cache on the source server.

*B None Schedules the backlink process to begin execution on the

source server in one second.
B Time Sets the interval (in minutes) for the backlink process.

Default=1500 minutes (25 hours) Range=2 to 10080 minutes
(168 hours)

*CT None Displays the source server's outbound connection table and
the current statistical information for the table. These
statistics do not give any information about the inbound
connections from other servers or clients to the source
server.

*CTD None Displays, in comma-delimited format, the source server's
outbound connection table and the current statistical
information for the table. These statistics do not give any
information about the inbound connections from other
servers or clients to the source server.

*D Replica rootEntry ID  Removes the specified local entry ID from the source
server’s Send All Object list. The entry ID must specify a
partition root object that is specific to the server’s local
database. This command is usually used only when a Send
All Updates process is endlessly trying to show updates and
failing because a server is inaccessible.

D Time Sets the inbound and outbound synchronization interval to
the specified number of minutes.

Default=24 minutes. Range=2 to 10080 minutes (168 hours)

DI Time Sets the inbound synchronization interval to the specified
number of minutes.

Default=24 minutes Range=2 to 10080 minutes (168 hours)

DO Time Sets the outbound synchronization interval to the specified
number of minutes.

Default=24 minutes Range=2 to 10080 minutes (168 hours)
*E None Reinitializes the source server’s entry cache.

IE None Schedules the inbound and outbound synchronization
processes to begin execution.

1El None Schedules the inbound synchronization process to begin
execution.
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Trace Flag

Parameters

Description

IEO

*F

*FL

*G

*H

*HR

*

*J

None

None

Time

1-10

Replica rootEntry ID
None

Time

None

Replica rootEntry ID

Time

None

Schedules the outbound synchronization process to begin
execution.

Schedules the flat cleaner process, which is part of the
janitor process, to begin execution on the source server in
five seconds.

Sets the interval (in minutes) for the flat cleaner process.

Default=240 minutes (4 hours) Range=2 to 10080 minutes
(168 hours)

Sets the number of rolling log files used by DSTrace. If you
set this parameter to any value greater than 1, once the
source server’s ndst r ace. | og file reaches the configured
maximum file size, DSTrace renames the file

ndst racel. | og and creates a new ndstrace. | og file.
When that file reaches its maximum file size, the previous
ndstracel. | og file is renamed ndst r ace2. | og, and the
more recent ndst r ace. | og file is renamed

ndstracel. | og.

This process continues until DSTrace reaches the maximum
number of rolling log files set by this option. Once the
specified limit is reached, the oldest log files will be deleted
and only the specified maximum number of rolling files will
be maintained.

You can configure a maximum of 10 rolling log files. By
default, DSTrace must use at least 1 rolling log file. If you set
this parameter to 0, DSTrace uses 1 as the parameter value.

Rebuilds the change cache of the specified root partition ID.

Schedules the replica synchronization process to begin
execution immediately on the source server.

Sets the interval (in minutes) for the heartbeat
synchronization process.

Default=30 minutes Range=2 to 1440 minutes (24 hours)
Clears the in-memory last-sent vector.

Adds the specified local entry ID to the source server’s Send
All Object list. The entry ID must specify a partition root
object that is specific to the server’s local database. The
replica synchronization process checks the Send All Object
list. If the entry ID of a partition’s root object is in the list,
eDirectory synchronizes all objects and attributes in the
partition, regardless of the value of the Synchronized Up To
attribute.

Sets the interval (in minutes) for the heartbeat
synchronization process.

Default=30 minutes Range=2 to 1440 minutes (24 hours)

Schedules the purge process, which is part of the replica
synchronization process, to begin running on the source
server.
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Trace Flag

Parameters

Description

1J

*L

*M

P

*R

*S

ISI

1ISO

ISIO

1ISO0

*SS

*SSA

*SSD

Time

None

Bytes

None

0|1

None

None

None

Time

Time

Time

Time

None

None

None

Sets the interval (in minutes) for the janitor process.
Default=2 minutes Range=1 to 10080 minutes (168 hours)

Schedules the limber process to begin running on the source
server in five seconds.

Changes the maximum file size used by the source server’s
ndst race. | og file. The command can be used regardless
of the state of the debug file. The bytes specified must be a
decimal value between 10000 bytes and 100 MB. If the value
specified is higher or lower than the specified range, no
change occurs.

Reports the maximum memory used by eDirectory.

Sets the name form.

O=hex only 1=full dot form

Displays the tunable parameters and their default settings.

Resets the size of the ndst r ace. | og file to zero bytes. This
command is the same as the SET parameter NDS Trace File
Length Set to Zero.

Schedules the Skulker process, which checks whether any
of the replicas on the server need to be synchronized.

Sets the interval (in minutes) for the inbound schema
synchronization process.

Default=24 minutes Range=2 to 10080 minutes (168 hours)

Sets the interval (in minutes) for the outbound schema
synchronization process.

Default=24 minutes Range=2 to 10080 minutes (168 hours)

Disables the inbound schema synchronization process for
the specified number of minutes.

Default=24 minutes Range=2 to 10080 minutes (168 hours)

Disables the inbound schema synchronization process for
the specified number of minutes.

Default=24 minutes Range=2 to 10080 minutes (168 hours)
Forces immediate schema synchronization.

Schedules the schema synchronization process to begin
immediately and forces schema synchronization with all
target servers, even if they have been synchronized in the
last 24 hours.

Resets the source server’s Target Schema Sync list. This list
identifies which servers the source server should
synchronize with during the schema synchronization
process. A server that does not hold any replicas sends a
request to be included in the target list of a server that
contains a replica with its Server object.
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Trace Flag Parameters Description

*SSL None Prints the schema synchronization list of target servers.

*ST None Displays the status information for the background
processes on the source server.

*STX None Displays the status information for the backlink process
(external references) on the source server.

*STS None Displays the status information for the schema
synchronization process on the source server.

*STO None Displays the status information for the backlink process
(obituaries) on the source server.

*STL None Displays the status information for the limber process on the
source Server.

T Time Sets the interval (in minutes) for checking the server's UP
state.

Default=30 minutes Range=1 to 720 minutes (12 hours)

*U Optional ID of server If the command does not include an entry ID, this changed
the status of any server that has been previously labeled
down to up. If the command includes a local entry ID, it
changes the status of the specified server from down to up.
Entry IDs are specific to the source server’s database and
must refer to an object that represents a server.

v Alist Lists the restricted eDirectory versions. If no versions are
listed, there are no restrictions. Each version is separated by
a comma.

*Z None Displays the currently scheduled tasks.

DSTrace Messages

You can filter the trace messages based on the thread ID, connection ID, and severity of the
messages.

Once you specify a filter for the messages, only the messages that fit the filter are displayed on the
screen. All the other messages for the enabled tags will get logged into the ndst r ace. | og if the file is
set to ON.

Only one filter is applicable at a time. Filter has to be specified for each session of DSTrace.

By default, the severity level is set to INFO, this means that all the messages with severity level more
that INFO would be displayed. You can see the severity level by enabling the svty tag.

You can use iMonitor also to filter the trace messages. For more information, refer to “iMonitor
Message Filtering” on page 274.

Linux

Complete the following procedure to filter the trace messages:

1 Enable filtering with the following command:
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ndstrace tag filter_val ue
To disable filtering, enter the following command:
ndstrace tag

Examples for enabling filtering:
+ To enable filtering for thread ID 35, enter the following:

ndstrace thrd 35
+ To enable filtering for severity level fatal, enter the following:
ndstrace svty fatal

Severity levels can be FATAL, WARN, ERR, | NFO, and DEBUG.
+ To enable filtering for connection ID 21, enter the following:

ndstrace conn 21

Examples for disabling filtering:

+ To disable filtering based on thread ID, enter the following:
ndstrace thrd

+ To disable filtering based on connection ID, enter the following:
ndstrace conn

+ To disable filtering based on severity, enter the following:
ndstrace svty

Figure 8-5 Sample Trace Message Screen With Filters
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NCPEng : INFO H [
HNCFEng @ INFO H . o : : 1 0, ncperr
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Windows

Complete the following procedure to filter the trace messages:

1 Select Start > Control Panel > NetlQ eDirectory Services
2 Inthe Services tab, select dstrace.dIim.
3 Click Edit > Options in the Trace window.

The NetlQ eDirectory Trace Options dialog box is displayed.

Figure 8-6 Trace Options Screen on Windows

Movell eDirectory Trace Options

r
-
[
-
| |
-

4 Click on the Screen tab.

5 Select the filter option from the Filters group and enter the filter value.

You can filter the messages based on:
¢ Thread ID
¢ Connection ID
+ Severity

Before selecting any of the filters, ensure that it is enabled under Trace Line Prefixes.

You can also disable the filtering by selecting None or unselecting the filter option.
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NOTE

+ If you've selected Thread ID or Connection ID as your filter option and enter a value that
does not exist, then the messages won't be displayed on the screen. However, all the other
messages will still get logged to the ndst r ace. | og file.

¢ Trace level severity does not work on Windows.

IMonitor Message Filtering

You can filter the iMonitor trace messages based on the connection ID, thread ID, or error number.

To filter based on the connection ID and thread ID, ensure that you have enabled them in the Trace
Configuration tab.

For more information, refer to the iMonitor online help.

SAL Message Filtering

SAL has been enhanced to log extensive information on errors on demand. Function calls can be
traced with arguments in the debug builds.

Configuring the Severity Levels

You can use the SAL_LogLevel s parameter to configure the severity levels for the SAL messages.
SAL_LoglLevel s is a comma-separated list of desired log levels.

The log levels are explained in the table below:

Table 8-4 SAL Message Filtering Parameters

Parameter Name Description

LogCri t Critical Messages.
This level is enabled by default. After a critical error is logged, the system shuts
down.

LogErr All Error messages.

The system continues to function, but the results are unpredictable.
LogWar n Warning messages.
This is just a warning given so that you are aware of some impending error.
Logl nfo Informational messages.
LogDbg Debug messages used for debugging at the time of development.
These messages are compiled out from a release build to reduce the binary size.
LogCal | Traces the function calls. These are subset of Debug messages.

LogAl | Enables all the messages except LogCal | .

A “-" at the beginning of a specific log level disables that level.
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Examples

To filter based on all the log levels, except Logl nf o and LogDbg, complete the following steps:

Linux
1 Stop ndsd.
2 Type the following command:
export SAL_LoglLevel s=LogAl |, - Logl nf 0, - LogDbg
3 Start ndsd.

Windows
1 Shutdown the DHost .
2 Type the following command at command prompt:
set SAL_LoglLevel s=LogAl |, - Logl nf o, - LogDbg
c:\novel I \ nds>dhost . exe /datadir=c:\novel | \ nds\ DI BFi | es\

3 Restart DHost .

Setting the Log File Path

You can use the SAL_LogFi | e environment variable to specify the log file location. This can be a valid
file name with a valid path, or one of the following.
+ Console: All messages are logged to the console.

+ Syslog: In Linux, the messages go to the syslog. On Windows, messages are logged into a file
with the name syslog. This is the default behavior for logging.

All critical errors are always logged to syslog unless it is disabled specifically.
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SecretStore Configuration for eDirectory
Server

SecretStore executables and libraries are installed by default with eDirectory installation. However,
SecretStore configuration is optional for a new installation of eDirectory. For eDirectory server
upgrade, no changes are made to the existing configuration. Ensure you extend the eDirectory
schema for SecretStore functionality on Linux and Windows platforms using the following command:

ice -S SCH -f /var/opt/novell/eDirectory/lib/nds-schema/sssv3.sch -D LDAP -s
<server| P> -d <adnmi nDN>

For example,ice -S SCH -f /var/opt/novell/eDirectory/lib/nds-schema/sssv3.sch -D
LDAP -s 1.2.3.4 -d cn=adm n, o=admi ni strators

Use the procedures given in the following sections to configure and deconfigure SecretStore:

+ “Linux” on page 277
+ “Windows” on page 277

LinuX

Configuring SecretStore
Use the following steps to configure the SecretStore:

1 To configure, run ssscfg -c.

2 Add an entry ssncp inthe/etc/opt/ novel | /eDirectory/conf/ndsnodul es. conf to load
SecretStore module by default while eDirectory is being started. You can also use nss utility to
load or unload the SecretStore module later.

Deconfiguring SecretStore

For deconfiguration, run the ssscf g -d command. Remove the ssncp entry if it exists in the / et c/
opt/ novel | / eDi rectory/ conf/ndsnodul es. conf location.

Windows

Use the following steps to configure and deconfigure the SecretStore:

1 For configuration, run ssscf g. exe -c.
2 For deconfiguration, run ssscf g. exe -d.

The ssscf g. exe utility exists in the eDi rect oryl nstal | Dri ve: >\ Novel | \ NDS\ directory. To
autoload the SecretStore module during eDirectory server startup, set the ssncp. dl mmodule to aut o
from the GUI interface of the NDSCons. exe.
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Merging NetlQ eDirectory Trees

The NetlQ eDirectory Merge utility allows you to merge two separate NetlQ eDirectory trees into a
single eDirectory tree. Only the Tree objects are merged. Container objects and their leaf objects
maintain separate identities within the newly merged tree.

TIP: To move leaf objects or merge partitions, use NetlQ iManager.

The two trees you merge are called the local source tree and the target tree. Before merging one tree
into another tree, the target tree should have all but one replica of the root partition removed. When
there is only one replica of the root partition in the target tree, you can proceed with the merge. After
the merge, there will be two replicas of the root partition-the replica that was on the target tree and the
replica that was on the source tree server that ran the merge operation. If you need additional
replicas of the root partition in your tree, you can place them after the merge has completed.

If the target tree server contains more than one replica of the root partition when the merge takes
place, servers not holding the master replica might have a problem with the placement of external
reference objects. These objects are contained in subordinate reference partition roots that must be
placed on the other servers that have a replica of the root partition to represent partition boundaries.
For each partition subordinate to the root partition in the source tree, there must be a subordinate
reference partition root placed in the target tree. If there is a failure, it will report an eDirectory error
code of -605 for synchronization status. In this case, use DSRepair to run a local database repair on
the server producing the error. See “Performing a Local Database Repair” on page 316 for more
information.

DSMerge does not change eDirectory names or contexts within the containers. Object and property
rights for the merged objects are retained.

This chapter contains the following topics:

+ “Merging eDirectory Trees” on page 279

+ “Grafting a Single Server Tree” on page 285

+ “Renaming a Tree” on page 290

¢ “Using the Client to Merge Trees” on page 291

Merging eDirectory Trees

To merge eDirectory trees, use the Merge Tree Wizard in iManager. This wizard lets you merge the
root of two separate eDirectory trees. Only the Tree objects are merged. Container objects and their
leaf objects maintain separate identities within the newly merged tree.

The two trees you merge are called the source tree and the target tree. The target tree is the tree that
the source tree will be merged into.

DSMerge does not change object names within the containers. Object and property rights for the
merged tree are retained.

+ “Prerequisites” on page 280
+ “Target Tree Requirements” on page 280
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+ “Schema Requirements” on page 280

+ “Merging the Source into the Target Tree” on page 281
+ “Partition Changes” on page 281

+ “Preparing the Source and Target Trees” on page 282
+ “Synchronizing Time before the Merge” on page 282

+ “Merging Two Trees” on page 283

+ “Post-Merge Tasks” on page 284

Prerequisites

O eDirectory must be installed on the server containing the master replica of the source tree's
[Root] partition.

O Other servers in the source tree should be upgraded to eDirectory 8.8 or later to ensure proper
functionality.

NOTE: To delete Authorized Login Methods, use the Idapdelete tool or iManager.

Target Tree Requirements

(J NetlQ eDirectory must be installed on the server containing the master replica of the target tree's
[Root] partition. If this server is running any other version of NDS® or eDirectory, the merge
operation will not complete successfully.

(J Other servers in the target tree should be upgraded to eDirectory 8.8 or later to ensure proper
functionality.

O You cannot maintain containers with the same name subordinate to Tree in both the source and
target trees. Before merging two trees, one of the containers must be renamed.

(J If both the source and target trees have a Security object, one of them must be removed before
merging the trees.

Schema Requirements

Before attempting to perform a merge operation, the schema of both trees must match exactly. You
should run DSRepair on the server containing the master replica of the [Root] partition for each tree.
Use the Import Remote Schema option to ensure that each tree is aware of all schema in the other
tree.

In NetlQ iManager, click the Roles and Tasks button .

Click eDirectory Maintenance > Schema Maintenance.

Specify which server will perform the schema maintenance operation, then click Next.
Authenticate to the specified server, then click Next.

Click Import Remote Schema > Next.

Specify the name of the tree the schema is to be imported from.

Click Start.

~N o oA WN P
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You might have to perform this option on both the source and target tree until no schema
differences are reported. Otherwise, the merge operation will not succeed.

8 When a “Completed” message appears with information returned from the schema maintenance
operation, click Close to exit.

Merging the Source into the Target Tree

When you merge the trees, the servers in the source tree become part of the target tree.

The target Tree object becomes the new Tree object for objects in the source tree, and the tree name
of all servers in the source tree is changed to the target tree's name.

After the merge, the tree name for the target tree servers is retained.

The objects that were subordinate to the source Tree object become subordinate to the target Tree
object.

Partition Changes

During the merge, DSMerge splits the objects below the source Tree object into separate partitions.

All replicas of the Tree partition are then removed from servers in the source tree, except for the
master replica. The server that contained the master replica of the source tree receives a replica of
the target tree's Tree partition.

Figure 10-1 and Figure 10-2 illustrate the effect on partitions when you merge two trees.

Figure 10-1 eDirectory Trees before a Merge
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Figure 10-2 Merged eDirectory Tree
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Preparing the Source and Target Trees

Before performing a merge operation, ensure that the state of synchronization for all servers affected
by the operation is stable. The following table provides prerequisites for preparing source and target
trees for merging.

Prerequisite Required Action

WANMAN should be turned off on all Review your WANMAN policy so that WAN communication
servers that hold a replica of the source restrictions do not interfere with the merge operation. If
tree's Tree partition or the target tree's  required, turn WANMAN off before initiating the merge
Tree partition. operation.

No aliases or leaf objects can exist at Delete any aliases or leaf objects at the source tree's Tree
the source tree's Tree object. object.

No identical names can exist between = Rename objects on the source and target trees if identical

the source and target trees. names exist. Move objects from one of the containers to a
different container in its tree if you don't want to rename the
container objects, then delete the empty container before
running DSMerge. For more information, see Chapter 3,
“Managing Objects,” on page 95.

You can have identical container objects in both trees if they
are not immediately subordinate to the Tree object.

No login connections should exist on Close all connections on the source tree.
the source tree.

The eDirectory version must be the Upgrade all non-eDirectory servers that have a replica of the
same on both the source and target root partition.
trees.

The target tree must have only one copy Remove all replicas on the target tree except the master
of the root replica. replica.

The schema on both the source and Run DSMerge. If reports indicate schema problems, use

target trees must be the same. DSRepair to match the schemas. See “Importing Remote
Schema” on page 325 for more information. Run DSMerge
again.

Only one tree can have a security If both the source and target trees have a security container,

container subordinate to the tree root. ~ remove one container as explained in Appendix A, “NMAS
Considerations,” on page 745.

Because the merge operation is one single transaction, it is not subject to catastrophic failure caused
by power outages or hardware failure. However, you should perform a regular backup of the
eDirectory database before using DSMerge. For more information, see Chapter 15, “Backing Up and
Restoring NetlQ eDirectory,” on page 407.

Synchronizing Time before the Merge

IMPORTANT: Proper configuration of time synchronization is a very involved process. Make sure you
allow enough time to synchronize both trees before you merge the trees.

eDirectory will not work properly if different time sources are used that have different times or if all
servers in a tree are not time synchronized.
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Before you do the merge, make sure that all servers in both trees are time synchronized and that they
use only one time server as a time source. However, the target tree time can be ahead of the source
tree time by as much as five minutes.

Generally, there should be only one Reference or one Single time server in a tree. Likewise, after the
merge, the tree should contain only one Reference or one Single time server.

If each of the trees you are merging has either a Reference or a Single time server, reassign one of
them to refer to the Reference or Single time server in the other tree so that the final merged tree
contains only one Reference or Single time server.

For more information on time server types, see “Time Services” in the OES Planning and
Implementation Guide (http://www.novell.com/documentation/oes1l/oes_implement_Ix/data/
time.html).

Merging Two Trees

For complete functionality of all menu options, run DSMerge on a server that contains the master
replica of the Tree patrtition.

If you don't know where the master replica is stored, you will be prompted with the correct server
name when you attempt an operation that requires the master replica.

To perform a merge operation, use either of the following methods:

+ iManager
+ The command line client
For more information, see “Using the Client to Merge Trees” on page 291.

When merging large trees, it is significantly faster to designate the tree with the fewest objects
immediately subordinate to the Tree object as the source tree. By doing this, you create fewer
partition splits during the merge, because all objects subordinate to the Tree object result in new
partitions.

Because the source tree name no longer exists after the merge, you might need to change your client
workstation configurations. For the Novell Client for DOS/Windows, check the Preferred Tree and
Preferred Server statements in the net . cf g files. For the Novell Client for Windows, check the
Preferred Tree and Preferred Server statements on the client Property Page.

If Preferred Server is used, the client is unaffected by a tree merge or rename operation because the
client still logs in to the server by name. If Preferred Tree is used and the tree is renamed or merged,
then that tree name no longer exists. Only the target tree name is retained after the merge. Change
the preferred tree name to the new tree name.

TIP: To minimize the number of client workstations you need to update, designate the tree with the
most client workstations as the target tree, because the final tree retains the name of the target tree.
Or rename the tree after the merge operation so that the final tree name corresponds to the tree with
the greater number of client workstations attaching to it. For more information, see “Renaming a Tree”
on page 290.

Use the following list of prerequisites to determine readiness for the merge operation:

(J You have access to the source tree server through iManager

(J You have the name and password of the Administrator objects that have Supervisor object rights
to the Tree object of both trees you want to merge
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O The eDirectory database for the two trees has been backed up
O All servers in both trees are synchronized and using the same time source

J (Optional) All servers in the tree are operational (Servers that are down will update automatically
when they are operational.)

O Review the merge prerequisites listed in “Preparing the Source and Target Trees” on page 282

The merge process itself only takes a few minutes, but there are other variables that increase the
length of time for the merge operation to complete:

+ Many objects subordinate to the Tree object that must be split into partitions

+ Many servers in the source tree that require a tree name change

To merge two trees:

1 In NetlQ iManager, click the Roles and Tasks button @

2 Click eDirectory Maintenance > Merge Tree.

3 Specify which server will run Merge (this will be the source tree), then click Next.

4 Authenticate to the server, then click Next.

5 Specify an Administrator user name and password for the source tree.

6 Specify the target tree name and the Administrator user name and password, then click Start.
A Merge Tree Wizard Status window appears and shows the progress of the merge.

7 When a “Completed” message appears with information returned from the merge process, click
Close to exit.

NOTE: Do not merge two partitions when the parent partition is not EBA—enabled and the child
partition is EBA—enabled. Doing this might break the EBA functionality.

Post-Merge Tasks

Following the merging of two trees, it might be necessary to complete the following steps:

1 Verify that all tree names were changed correctly.
2 Check the new partitions that the merge operation created.

If you have many small partitions in the new tree, or if you have partitions that contain related
information, you might want to merge them. For more information, see “Merging a Partition” on
page 144.

3 Re-create any leaf objects or aliases in the tree that were deleted before you ran DSMerge.
4 Evaluate partitioning of the eDirectory tree.

Merging trees might change replica placement requirements on the new tree. You should
carefully evaluate and change the partitioning as needed.

5 Update your client workstation configuration.

For the Novell Client for Windows, check the Preferred Tree and Preferred Server statements on
the client Property Page, or rename the target tree.

If Preferred Server is used, the client is unaffected by a tree merge or rename operation because
the client still logs in to the server by name. If Preferred Tree is used and the tree is renamed or
merged, then that tree name no longer exists. Only the target tree name is retained after the
merge. Change the preferred tree name to the new tree name.
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The Access Control List (ACL) for the Tree object of the source tree is preserved. Therefore, the
rights of the source tree's user Admin to the Tree object are still valid.

After the merge is complete, both admin users still exist and are uniquely identified by different
container objects.

For security reasons, you might want to delete one of the two Admin User objects or restrict the rights
of the two objects.

Grafting a Single Server Tree

The Graft Tree option lets you graft a single server source tree's Tree object under a container
specified in the target tree. After the graft is completed, the source tree receives the target tree's
name.

During the graft, DSMerge changes the object class of the source tree's Tree object to Domain and
makes a new partition. The new Domain object is the partition root for the new partition. All the
objects under the source tree's Tree object are located under the Domain object.

The target tree's administrator has rights to the resulting tree's root container and, therefore, has
rights to the source tree's grafted root.

NOTE: It might take up to several hours for the inherited rights to be recalculated and become
effective. This time will vary based on the tree's complexity, size, and number of partitions.

The source tree's administrator has rights only in the newly created Domain object.

Figure 10-3 and Figure 10-4 illustrate the effects of grafting a tree into a specific container.
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Figure 10-3 eDirectory Trees before a Graft
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Figure 10-4 Grafted eDirectory Tree

Oak

Source tree grafted under the New Devices container

( T=0ak_tree )
|
| |
( o=sanJose ) ( @sSecurity )
ADMIN —

|
( OU=Engineering ) ( OU=0perations )

( OU=New Devices )

(DC=Preconfigured_tree )

|
(ou=Cache services ) ( ou=Groupwise ) ( ou=IS )

L ApbmiN

This sections contains the following information:
+ “Understanding Context Name Changes” on page 287
+ “Preparing the Source and Target Trees” on page 288
+ “Containment Requirements for Grafting” on page 289

+ “Grafting the Source and Target Tree” on page 290

Understanding Context Name Changes

After the source tree has been grafted into the target tree container, the distinguished names for
objects in the source tree will be appended with the source tree's name followed by the distinguished
name of the target tree's container name where the source tree was merged. The relative
distinguished name will remain the same.

For example, if you are using dot delimiters, the typeful name for Admin in the Preconfigured_tree
(source tree) is

CN=Admi n. OU=I S. T=Preconfigured_tree

After the Preconfigured_tree is merged into the New Devices container in the Oak_tree, the typeful
name for Admin is

CN=Admi n. OQU=I S. DC=Pr econfi gur ed_t r ee. OU=Newdevi ces.
OU=Engi neeri ng. O=Sanj ose. T=Cak_tree.
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NOTE: The maximum number of characters allowed in a DN of any type, including a container DN, is
255 characters. This limitation is particularly important when you are grafting the root of one tree into
a container near the bottom of the target tree.

The last dot following Oak_tree (Cak_t r ee. ) indicates that the last element in the distinguished name
is the tree name. If you leave off the trailing dot, then also leave off the tree name.

Preparing the Source and Target Trees

Before initiating the graft operation, ensure that the state of all of the servers affected by the operation
is stable. The following table provides prerequisites for preparing the source and target trees before
grafting.

Prerequisite Required Action

The source tree must have only one Remove all but one server from the source tree.
server.

No aliases or leaf objects can exist Delete any aliases or leaf objects at the source tree's Tree object.
at the source tree's Tree object.

No similar names can exist in the Rename objects under the target tree graft container or rename
graft container. the source tree.

Move objects from one of the containers to a different container in
its tree if you don't want to rename objects, then delete the empty
container before running DSMerge. For more information, see
Chapter 3, “Managing Objects,” on page 95.

You can have identical container objects in both trees if they are
not immediately subordinate to the same parent object. Objects
are uniquely identified by their immediate container object.

The eDirectory version for both the DSMerge will search for the appropriate version of eDirectory. If an

source tree and target tree acceptable version isn't found, DSMerge will return an error. You
container must be 8.51 SP2a or can get the latest version of eDirectory from the NetlQ Download
later. page (https://lwww.netiq.com/products).

The container where you will join If the target container has multiple replicas, do one of the following:

the target tree is in a partition that
has no replicas (a single-server + Make the partition associated with this container the master

partition). replica and delete other replicas.

+ Split the target tree graft container into a separate partition
and remove replicas.

After the graft is complete, the partition association can be re-

established.
The server holding the target If the server doesn’t hold a replica of ROOT, the graft will fail and
container must also hold a replica of you will see error - 672 No Access because the directory is
the ROOT partition. unable to verify administrator rights for the target tree.

Use iManager to add a replica for ROOT. For more information,
see “Adding a Replica” on page 147.
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Prerequisite

Required Action

The schema on both the source and Run the Graft option in DSMerge. If reports indicate schema

target trees must be the same.

problems, run DSRepair on the target tree to import the schema
from the source tree.

The graft operation automatically imports the schema from the
target tree to the source tree.

Run DSMerge again.

Only one tree can have a security  If both the source and target tree have the security container,

container subordinate to the tree
root.

The source tree's time reference
must be reconfigured.

remove one container as explained in Appendix A, “NMAS
Considerations,” on page 745.

The source tree should usually be set as a secondary server
configured to get its time source from a server in the target tree.

To reconfigure Timesync, see “Configuring and Administering Time
Synchronization” (http://www.novell.com/documentation/oes11/
oes_implement_Ix/data/time.html#time-cfgnadmin) in the OES
Planning and Implementation Guide.

Containment Requirements for Grafting

To graft a source tree into a target tree container requires that the target tree container be prepared to
accept the source tree. The target tree container must be able to contain an object of the class

domain. If there is a problem with containment, error - 611 111 egal

the graft operation.

Use the information in the following table to determine if you need to run DSRepair to modify

containment lists.

Target Tree Container
Requirements

Source Tree Requirements

The target tree container object must include the domain object in its
containment list.

You can check this using iMonitor > Schema. If the containment list
does not include Domain, run DSRepair to make schema
enhancements.

The graft operation changes the source tree root from the class Tree
Root to the class Domain. All of the object classes that are
subordinate to the Tree must be able to be contained by the class
Domain according to the schema rules.

You can check this using iMonitor > Schema. If the containment list
does not include Domain, run DSRepair to make schema
enhancements.

If containment requirements aren't met, run DSRepair to correct the schema.

1 In NetlQ iManager, click the Roles and Tasks button @

2 Click eDirectory Maintenance > Schema Maintenance.

3 Specify the server that will perform the operation, then click Next.

4 Specify a user name, password, and context for the server where you will be performing the

operation, then click Next.
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5 Click Optional Schema Enhancements, then click Start.
6 Follow the online instructions to complete the operation.

Grafting the Source and Target Tree

After you ensure that prerequisites are met, use DSMerge to perform the graft.

In NetlQ iManager, click the Roles and Tasks button @

Click eDirectory Maintenance > Graft Tree.

Specify which server will run Graft (this will be the source tree), then click Next.
Authenticate to the server, then click Next.

a A W N

Specify the source tree Administrator name and password and the target tree name,
Administrator name, and Password.

6 Click Start.

A Graft Tree Wizard Status window appears, showing the progress of the graft. A “Completed
message finally appears with information returned from the graft process.

7 Click Close to exit.

Renaming a Tree

You must rename a tree if the two trees you want to merge have the same name.

You can rename only the source tree. To rename the target tree, run the Rename Tree Wizard in
NetlQ iManager against a server on the target tree.

If you change a tree name, the bindery context does not automatically change. Because the bindery
context set in the aut oexec. ncf file also contains the tree name (for example, SET Bi ndery
Context = O=n.test_tree_nane), a server with a recently changed tree name does not use the
context that it used before the tree name change.

Therefore, after you change a tree's name, you might need to change your client workstation
configurations. For the Novell Client for DOS/Windows, check the Preferred Tree and Preferred
Server statements in the net . cf g files. For Novell Client for Windows, check the Preferred Tree and
Preferred Server statements on the client Property Page.

If Preferred Server is used, the client is unaffected by a tree merge or rename operation because the
client still logs in to the server by name. If Preferred Tree is used and the tree is renamed or merged,
then that tree name no longer exists. Only the target tree name is retained after the merge. Change
the preferred tree name to the new tree name.

When you merge two trees, to minimize the number of client workstations that need to be updated,
designate the tree with the most client workstations as the target tree because the final tree retains
the name of the target tree.

You can also rename the tree after the merge so that the final tree name corresponds to the tree
name with the majority of client workstations.

Another option is to rename the merged tree to the name of the original source tree. If you choose
this option, then you must update the net . cf g files on the target tree client workstations.
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Use the following list of prerequisites to determine readiness for the renaming operation:
(J Access to a server console on the source tree or an established RCONSOLE session with the
server
(J The Supervisor object right to the Tree object of the source tree

(J (Optional) All servers in the tree are operational (Servers that are down will update automatically
when they are operational.)

To rename the tree:

1 In NetlQ iManager, click the Roles and Tasks button @
2 Click eDirectory Maintenance > Rename Tree.

3 Specify which server will run the Rename Tree Wizard (this should be a server in the target tree),
then click Next.

4 Authenticate to the server, then click Next.
5 Specify a new tree name and an Administrator user name and password.
6 Click Start.
A Rename Tree Wizard Status window appears, showing the progress of the Rename process.

7 When a “Completed” message appears with information returned from the Rename process,
click Close to exit.

Using the Client to Merge Trees

The eDirectory Management Toolbox (eMBox) Client is a command line Java client that gives you
remote access to DSMerge. The enboxcl i ent. j ar file is installed on your server as part of
eDirectory. You can run it on any machine with a JVM. For more information on the Client, see “Using
the Command Line Client” on page 542.

Using the DSMerge eMTool

1 Run the Client in interactive mode by entering the following at the command line:
java -cp path_to_the_file/enboxclient.jar -i

(If you have already put the emboxcl i ent . j ar file in your class path, you need to enter only
java -i.)
The Client prompt appears:

dient>

2 Log in to the server that will run DSMerge (this will be the source tree) by entering the following:

| ogin -sserver_nane_or _| P_address -pport_nunber
-uuser nane. cont ext -wpassword -n

The port number is usually 80 or 8028, unless you have a Web server that is already using the
port. The - n option opens a nonsecure connection.

The Client will indicate whether the login is successful.
3 Enter a merge command, using the following syntax:
dsnerge. task options
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For example, dsnerge. m -uadni n -ptest -TApple -Uadnm n - Ptest merges the target tree
Appl e (with target tree user name Adni n and user password t est ) with the source tree you are
currently logged in to (with source tree user name Adni n and user password t est ).

dsnmerge.g -uadnin -ptest -TOrange -Uadmn -Ptest -CFruit grafts the source tree you
are currently logged in to (with source tree user name Adni n and user password t est ) into the
Frui t container in the target tree Or ange (with target tree user name Admi n and user password
test).

A space must be between each switch. The order of the switches is not important.
The Client will indicate whether the DSMerge operation was successful.

See “DSMerge eMTool Options” on page 292 for more information on the DSMerge eMTool
options.

4 Log out from the Client by entering the following command:
| ogout
5 Exit the Client by entering the following command:

exit

DSMerge eMTool Options

The following tables lists the DSMerge eMTool options. You can also use the | i st -t dsnerge
command in the Client to list the DSMerge options with details. See “Listing eMTools and Their
Services” on page 545 for more information.

Merge Operation Client Command

Check whether the tree can be dsnerge. pr -uUser -pUser_password -nNew_ tree_name
renamed

Rename the tree dsmerge.r -uUser -pUser_password -nNew_tree_nane

Check whether two trees can  dsner ge. pm - uSour ce_tree_user -
be merged pSource_tree_user_password -TTarget_tree_nane -
UTarget _tree_user -PTarget_tree_password

Merge two trees dsnerge. m - uSour ce_tree_user-
pSource_tree_user_password -TTarget _tree_nane-
UTarget _tree_user -PTarget_tree_password

Check whether the source tree dsnerge. pg -uSource_tree_user -
can be grafted into the target  pSource_tree_user_password -TTarget _tree_nane -
tree container UTarget _tree_user -PTarget_tree_password -

CTar get _tree_cont ai ner

Graft the source tree into the  dsnerge. g -uSource_tree_user -

container in the target tree pSource_tree_user_password -TTarget _tree_nane -
UTarget _tree_user -PTarget_tree_password -
CTar get _tree_cont ai ner

Cancel the running DSMerge  cancel
operation
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Encrypting Data in eDirectory

NetlQ eDirectory lets you encrypt specific data when the data is:

+ Stored on the disk.

+ Transmitted between two or more eDirectory servers. This provides greater security for the
confidential data.

You can protect data by encrypting the following:
+ Attributes: For protecting confidential data stored on the disk.

See “Encrypted Attributes” on page 293.
+ Replication: For protecting confidential data during replication between eDirectory servers.
See “Encrypted Replication” on page 302.

IMPORTANT: With the introduction of Enhanced Background Authentication (EBA), the data is
automatically encrypted during data replication between EBA-enabled eDirectory servers. If one of
the servers is not EBA-enabled, you can configure encrypted replication policies to encrypt the data.

Encrypted Attributes

You can encrypt the attributes to protect data while they are stored on the disk. Encrypted attributes is
a server-specific feature. You can use this feature in scenarios where you need to protect confidential
data such as credit card numbers of bank customers.

When you encrypt an attribute, the value of the attribute is encoded. For example, you can encrypt an
attribute enpno stored in the DIB. If empno=1000, then the value of the attribute (1000), is not stored
as clear text on the disk. You can read this encrypted value only when you access the directory over
a secure channel.

All attributes in a schema can be enabled for encryption. However, we recommend you not to enable
Common Name (CN) attribute for encryption and enable only the sensitive data for encryption. Refer
to “Achieving Complete Security While Encrypting Data” on page 310 before you decide on marking
any attributes for encryption.

There is no limitation in accessing Public and Server readable encrypted attributes, this means that a
client can access these attributes over clear text but you can mark these attributes for encryption at

the DIB level. Enabling encryption on an attribute which is flagged [ Publ i ¢ Read] in schema, does

not prevent it from being accessed via non-secure methods.
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Figure 11-1 Encrypted Attributes

Attributes cannot Encryption enabled
be encrypted for attribute 'empno’
1) Paul 1) Paul
empno ='1000' empno =****
2) Jack 2) Jack
empno ='2000' empno =****
eDirectory Server eDirectory 8.8/9.0
(earlier versions) Server

The data in eDirectory can be stored in any of the following ways:

+ In the Data Information Base (DIB) or database
+ As backup data
+ LDIF file

You can encrypt attributes by creating and applying encrypted attributes policies to the servers.
To encrypt the attributes, do the following using iManager:

1 Create and define an encrypted attribute policy.
la Select the attributes for encryption.
1b Select the encryption scheme for the attributes.

Refer to “Creating and Defining Encrypted Attributes Policies” on page 297 for more
information.

2 Apply the encrypted attributes policy to a server.
Refer to “Applying Encrypted Attributes Policies” on page 297 for more information.

You can also encrypt attributes through LDAP.

Refer to “Managing Encrypted Attributes Policies Through LDAP” on page 297 for more information.

NOTE: Encrypted Attributes Policy assignment takes effect when Limber runs.

As a best practice, NetlQ recommends you to do the following:
+ Mark only sensitive attributes for encryption. Do not mark all attributes for encryption (for
example, public or server readable attributes).
+ Use AES while marking an attribute for encryption as it is a strong encryption algorithm.

The rest of this section provides the following information:

¢ “Using Encryption Schemes” on page 295

+ “Managing Encrypted Attributes Policies” on page 295

+ “Accessing the Encrypted Attributes” on page 300

+ “Viewing the Encrypted Attributes” on page 301

+ “Encrypting and Decrypting Backup Data” on page 302

+ “Cloning the DIB Fileset Containing Encrypted Attributes” on page 302
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+ “Adding eDirectory Servers to Replica Rings” on page 302
+ “Backward Compatibility” on page 302

+ “Migrating to Encrypted Attributes” on page 302

+ “Replicating the Encrypted Attributes” on page 302

Using Encryption Schemes

eDirectory provides the highest level of security for an attribute by supporting the following encryption
schemes:

¢ Advanced Encryption Standard (AES)

+ Triple DES

+ Data Encryption Standard (DES)
You can select different encryption schemes for different attributes in a single encrypted attributes
policy. For example, in an encrypted attributes policy EP1, you can select both AES as the encryption

scheme for an attribute cubeno and Triple DES for an attribute empno. Refer to “Creating and
Defining Encrypted Attributes Policies” on page 297 for more information.

You can change the encryption scheme for an encrypted attribute by editing the encrypted attributes
policy. You can also decrypt an attribute that you have encrypted earlier. Refer to “Editing Encrypted
Attributes Policies” on page 297 for more information.

You can choose to have different encryption schemes in different servers of the replica ring. For
example, an attribute might be enabled for encryption using AES on Serverl, Triple DES on Server2
and no encryption scheme on Server3.

Managing Encrypted Attributes Policies

You can manage encryption of the attributes by creating and defining policies and applying them to
servers.

You define an encrypted attributes policy by selecting the attributes for encryption and an encryption
scheme.
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Figure 11-2 Encrypting Attributes
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You can manage encrypted attributes policies using iManager. This section provides the following
information:

+ “Managing Encrypted Attributes Policies Through iManager” on page 296

+ “Managing Encrypted Attributes Policies Through LDAP” on page 297

+ “Copying the Encrypted Attributes Policies” on page 299

+ “Partition Operations” on page 299

Managing Encrypted Attributes Policies Through iManager

This section contains the following procedures:

+ “Creating and Defining Encrypted Attributes Policies” on page 297
+ “Editing Encrypted Attributes Policies” on page 297

+ “Applying Encrypted Attributes Policies” on page 297

+ “Deleting Encrypted Attributes Policies” on page 297

If encrypted attributes are present in the eDirectory server, iManager behaves in the following
manner:

1. Reading, listing, or modifying encrypted attributes is not allowed over clear text or secure
channel.

2. An entry that has non-encrypted attributes is not allowed to read, list, or modify attributes
through iManager over clear text or secure channel. This implies that the whole entry is blocked.
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Creating and Defining Encrypted Attributes Policies

1 IniManager, click the Roles and Tasks button .
2 Click eDirectory Encryption > Encryption Attributes.
3 In the Encrypted Attributes Policies Management Wizard, select Create, Edit and Assign policy.

4 Follow the instructions in the Encrypted Attributes Policies Management Wizard to create and
define the policy.

Help is available throughout the wizard.

Editing Encrypted Attributes Policies

1 IniManager, click the Roles and Tasks button .
2 Click eDirectory Encryption > Encryption Attributes.
3 In the Encrypted Attributes Policies Management Wizard, select Edit policy.

4 Follow the instructions in the Encrypted Attributes Policies Management Wizard to edit the
policy.
Help is available throughout the wizard.

Applying Encrypted Attributes Policies

1 IniManager, click the Roles and Tasks button .
2 Click eDirectory Encryption > Encryption Attributes.
3 In the Encrypted Attributes Policies Management Wizard, select Create, Edit and Assign policy.

4 Follow the instructions in the Encrypted Attributes Policies Management Wizard to apply the
policy.
Help is available throughout the wizard.

Deleting Encrypted Attributes Policies

1 IniManager, click the Roles and Tasks button .
2 Click eDirectory Encryption > Encryption Attributes.
3 In the Encrypted Attributes Policies Management Wizard, select Delete policies.

4 Follow the instructions in the Encrypted Attributes Policies Management Wizard to delete the
policy.
Help is available throughout the wizard.

Managing Encrypted Attributes Policies Through LDAP

IMPORTANT: NetlQ strongly recommends that you use iManager for managing encrypted attributes
and not LDAP.

This section contains the following procedures:

+ “Creating and Defining Encrypted Attributes Policies” on page 298
+ “Editing Encrypted Attributes Policies” on page 298
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+ “Applying Encrypted Attributes Policy” on page 299
+ “Deleting Encrypted Attributes Policy” on page 299

NOTE: You should specify the attribute and scheme pair while marking any attribute through LDIF for
encryption and not the list of attributes and scheme. This is the current limitation with encrypted
attributes.

Creating and Defining Encrypted Attributes Policies

1 Create an attribute encryption policy.

For example, the encrypted attributes policy is AE Policy- test-server, then

dn: cn=AE Policy - test-server, o=novell
changet ype: add
obj ect O ass: encryptionPolicy

2 Add the attrEncryptionDefinition attribute to the Policy object you created and mark the attributes
for encryption.

For example, if the attribute name you want to encrypt is CRID then specify the encryption
scheme and attribute name as mentioned below:

dn: cn=AE Policy - test-server, o=novell
changetype: nodify

add: attrEncryptionDefinition
attrEncryptionDefinition: aes$CRID

NOTE: Attribute name specifies the NDS name for the attribute. Many attributes in eDirectory
have both an LDAP name and an NDS name. Here, specify the attribute name that requires the
NDS name.

3 Add the attrEncryptionRequiresSecure attribute to the policy.

The value of this attribute specifies whether a secure channel is always necessary to access the
encrypted attributes. The value 0 means that it is not always necessary. The value 1 means that
it is always necessary.

For example:

dn: cn=AE Policy - test-server, o=novell
changetype: nodify

add: attrEncrypti onRequi resSecure
attrEncrypti onRequi resSecure: 0

4 Associate the policy with an NCP server.

For example, if the NCP server is test-server:
dn: cn=test-server, o=novell
changetype: nodify

add: encryptionPol i cyDN
encryptionPol i cyDN: cn=AE Policy - test-server, o=novell

Editing Encrypted Attributes Policies

The following LDIF file illustrates editing an encrypted attributes policy by changing the value of the
attrEncryptionRequireSecure attribute:
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dn: cn=AE Policy - test-server, o=novell
changetype: nodify

repl ace: attrEncryptionRequiresSecure
attrEncryti onRequi resSecure: 1

Applying Encrypted Attributes Policy

The following LDIF file illustrates applying an encrypted attributes policy AE Policy-test-server to a
server test-server:

dn: cn=test-server, o=novell
changetype: nodify

add: encryptionPolicyDN
encryptionPoli cyDN: cn=AE Policy - test-server, o=novell

Deleting Encrypted Attributes Policy
The following LDIF file illustrates deleting an encrypted attributes policy:

dn: cn=AE Policy - test-server, o=novell
changetype: delete

NOTE: For more information on managing encrypted attributes through LDAP, see “Using LDAP
Tools on Linux” on page 348 and “NetlQ Import Conversion Export Utility” on page 155.

Copying the Encrypted Attributes Policies

You can copy the encrypted attributes policies to have identical configurations on many servers. The
policies are stored as objects in eDirectory.

Refer to “Copying Objects” on page 98 for step-by-step information on copying a Policy object using
iManager.

Partition Operations

When you merge two partitions, the policies of the parent are retained for the resultant partition.
When you split a partition, the child partition inherits the policy of the parent partition.

Recommendation: eDirectory stores several attributes for its own operations which should not be
marked for encryption. If these attributes are marked for encryption, some of the eDirectory
functionality will possibly be broken or it will not perform as expected.

The attributes that should not marked for encryption are:

+ federationBoundaryType
+ Volume

¢ ACL

+ federationBoundary

+ member

+ federationControl

+ federationSearchPath

+ encryptionPolicyDN

+ indexDefinition
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+ dgldentity

+ dgAllowUnknown

+ agTimeout

+ Host Server

+ hostResourcePath

+ ndsPredicateState

+ ndsStatusExternalReference
+ ndsStausLimber

+ ndsStatusSchema

Though the list is not exhaustive, similar kind of attributes should not be marked for encryption.

Accessing the Encrypted Attributes

When you encrypt the attributes, you also protect the access to the encrypted attributes. This is
because eDirectory can restrict the access to the encrypted attributes over secure channel such as
LDAP secure channel or NCP secure channel. However, only NetlQ internal customers can set up
and use a secure NCP connection because the DClient application, with which a secure NCP
connection is created, is not available for public use.

You can also back up the encrypted attributes by using the Backup (ndsbackup) utility.
By default, the encrypted attributes can be accessed only through a secure channel.

However, if you want the clients to be able to access the encrypted attributes over clear text, then
disable the Always Require Secure Channel option. For more information, refer to “Enabling and
Disabling Access to Encrypted Attributes Over Clear Text Channels” on page 300.

Enabling and Disabling Access to Encrypted Attributes Over Clear
Text Channels
You can enable or disable the access to encrypted attributes over clear text channels by enabling or

disabling Always Require Secure Channel option (that is, the attrEncryptionRequireSecure attribute)
using either iManager or LDAP.

This section contains the following information:
+ “Enabling and Disabling Access to Encrypted Attributes Over Clear Text Channels Using
iManager” on page 300

+ “Enabling and Disabling Access to Encrypted Attributes Over Clear Text Channels Using LDAP”
on page 301

Enabling and Disabling Access to Encrypted Attributes Over Clear Text
Channels Using iManager

To enable or disable the access to encrypted attributes over clear text channels using iManager,
enable or disable Always Require Secure Channel in the Encrypted Attributes Policies Management
Wizard while

+ Creating and defining encrypted attributes policies.

+ Editing encrypted attributes policies.
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Enabling and Disabling Access to Encrypted Attributes Over Clear Text
Channels Using LDAP

To enable or disable access to encrypted attributes over clear text channels using LDAP, add the
following attribute to the encrypted attributes policy:

attrEncrypti onRequi resSecure

Setting this attribute to 0 makes a secure channel not always necessary, that is, you can access the
encrypted attributes over a clear text channel. Setting it to 1 makes a secure channel always
necessary, that is, you can access the encrypted attributes over a secure channel only.

Refer to Step 3 on page 298 for more information.

Viewing the Encrypted Attributes

Viewing the attributes that are encrypted depends on whether you have enabled or disabled the
Always Require Secure Channel option. This means whether you have specified that the encrypted
attributes need a secure channel to access them or not.

+ “Viewing Encrypted Attributes Using iManager” on page 301
+ “Viewing Encrypted Attributes Using DSBrowse” on page 301
+ “SNMP Traps” on page 301

Viewing Encrypted Attributes Using iManager

If Always Require Secure Channel is enabled, you cannot view the encrypted attributes. You get the
error -6089, indicating that you need a secure channel to access the encrypted attributes.

If Always Require Secure Channel is disabled, you can see the encrypted attributes values in
iManager.

For more information, refer to “Browsing Objects in Your Tree” on page 241.

Viewing Encrypted Attributes Using DSBrowse

If you have enabled the Always Require Secure Channel option, that is, if a secure channel is always
required to access the encrypted attributes, you cannot view those attributes of the entry that are
marked for encryption. However, you can view the other attributes of the entry that are not encrypted.

SNMP Traps

NDS® Value Events are blocked if you have specified that you always need a secure channel to
access the encrypted attributes. Traps that are related to value events have value data as NULL and
the result will be set to -6089, which indicates that you need a secure channel to get the encrypted
attribute value. The following traps have the value data as NULL:

+ ndsAddValue

+ ndsDeleteValue

+ ndsDeleteAttribute
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Encrypting and Decrypting Backup Data

While backing up data on a server that has attributes marked for encryption, you are prompted to
provide a password to encrypt or decrypt backup data. The - E option in the Backup utility facilitates
this. For more information, refer to the ndsbackup man page.

For more information on backing up your data, refer to Chapter 15, “Backing Up and Restoring NetlQ
eDirectory,” on page 407.

Cloning the DIB Fileset Containing Encrypted Attributes

While cloning, if the eDirectory database contains encrypted attributes in it, then the cloned DIB
fileset will also have these attribute values encrypted. You need to set a password to secure the key
used by eDirectory to encrypt the values in the cloned DIB fileset. When you place the cloned DIB
fileset on another server, you will be asked to provide this password.

For more information, refer to “Clone DIB Set Use Cases” on page 247.

Adding eDirectory Servers to Replica Rings

You can add eDirectory servers to replica rings irrespective of whether the attributes are marked for
encryption on one or all the servers hosting the replica or whether Always Require Secure Channel is
enabled or disabled.

For more information on adding eDirectory server to the replica ring, refer to “Adding a Replica” on
page 147.

Backward Compatibility
You need to change all eDirectory utilities like iManager, SNMP, DirXML® and NSureAudit to secure
NCP™ to access encrypted attributes. Otherwise, you need to specify that a secure channel is not

necessary to access the encrypted attributes. Refer to “Enabling and Disabling Access to Encrypted
Attributes Over Clear Text Channels” on page 300 for more information.

Migrating to Encrypted Attributes
When you upgrade eDirectory, you can encrypt the existing attributes by creating and defining

encrypted attributes policies. For more information, refer to “Managing Encrypted Attributes Policies”
on page 295.

Replicating the Encrypted Attributes

By default, encrypted replication is not enabled even if the server has the encrypted attributes. You
need to enable encrypted replication for replicating the encrypted attributes securely. For configuring
encrypted replication, refer to “Encrypted Replication” on page 302.

Encrypted Replication

eDirectory lets you encrypt data that is transmitted between eDirectory servers. This offers a high
level of security during replication as the data does not flow in clear text.
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Figure 11-3 Encrypted Replication
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In Figure 11-3, “finance” and “library” are the partitions in the tree. “finance” might contain sensitive
data that requires encryption while replicating. You can enable the partition “finance” for encrypted
replication. Partitions like “library” that might not contain sensitive data need not be enabled for
encrypted replication.

IMPORTANT: When you enable encrypted replication for a partition, the replication process might
slow down. You can enable or disable encrypted replication using iManager.

This section provides the following information:

+ “Need for Encrypted Replication” on page 303

+ “Enabling Encrypted Replication” on page 304

+ “Adding a New Replica to a Replica Ring” on page 308

+ “Synchronization and Encrypted Replication” on page 309

+ “Viewing the Encrypted Replication Status” on page 309

Need for Encrypted Replication

Prior to eDirectory 8.8, data was transmitted through the wire during replication in clear text. There
was a need to protect confidential data over the wire by encrypting it, especially if the replicas were
separated geographically and connected through the Internet.

This feature can be used in the following scenarios:
+ |f the directory servers are spread across geographical locations through WAN and the Internet
and there is a need to encrypt sensitive data on wire.

+ [If you want only some partitions of your tree to be protected, you can selectively indicate the
partitions holding the sensitive data to be encrypted for replication.

+ If you require encrypted replication between specific replicas of a partition that contain sensitive
data.

+ |f you feel the network in your setup is hostile, you might want to protect sensitive data during
replication.
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Enabling Encrypted Replication

To enable encrypted replication, you need to configure a partition for encrypted replication.
Configuration settings are stored in the partition Root object.

You can choose to enable encrypted replication at a partition level or replica level.

The configurations at the partition level are overridden by the configurations at the replica level. This
means, if encrypted replication is

+ Enabled at partition level and disabled for specific replicas, then the replication between the
specific replicas happens in clear text.

+ Disabled at partition level and enabled for specific replicas, then the replication between the
specific replicas happens in encrypted form.

Table 11-1 Overriding Encrypted Replication Configuration at the Partition Level

Partition Level Replica Level Replication
Enabled Disabled Unencrypted
Disabled Enabled Encrypted

This section contains the following procedures:

+ “Enabling Encrypted Replication at the Partition Level” on page 304
+ “Enabling Encrypted Replication at the Replica Level” on page 306

Enabling Encrypted Replication at the Partition Level

When you enable encrypted replication at a partition level, replication between all the replicas hosting
the partition is encrypted. For example, consider partition P1 has replicas R1, R2, R3, and R4. You
can encrypt the replication between all the replicas, and all replications, inbound or outbound, are
encrypted for these replicas.

To enable a partition for encrypted replication, all the servers hosting the partition must be eDirectory
8.8 or later servers.

Encrypting Data in eDirectory



Figure 11-4 Encrypted Replication

Partition 2

A ER/EBA not \
Partition 1 enabled !

Server 2

N EBA
~.enabled

N

The configurations for encrypted replication at the partition level are overridden if you have encrypted

replication configurations at replica level. Refer to Table 11-1 on page 304.

Backward compatibility depends on whether the encrypted replication is enabled or disabled at the
partition level. Refer to “Adding a New Replica to a Replica Ring” on page 308 for more information.

You can enable encrypted replication at the partition level using iManager or LDAP, as explained in

the following sections:

+ “Enabling Encrypted Replication at the Partition Level using iManager” on page 305
+ “Enabling Encrypted Replication at the Partition Level Using LDAP” on page 306
+ “Partition Operations” on page 308

Enabling Encrypted Replication at the Partition Level using iManager

Click the Roles and Tasks button .

Click eDirectory Encryption > Encrypted Replication.

Enter or browse to the partition for which you want to enable encrypted replication.
Click Next.

ga A W N P

In the Encrypted Replication Wizard, select Encrypt all Replica synchronizations.
Help is available throughout the Wizard.

NOTE: To disable encrypted replication at the partition level, unselect Encrypt all Replica
synchronizations.

6 Click Finish.
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In the Encrypted Replication Wizard, when you enable encrypted replication for the whole partition,
you can disable encrypted replication for specific replicas. The replicas that you disable for encrypted
replication will not receive or send data in encrypted form. You can also disable encryption for the
entire partition by deselecting Encrypt all Replica synchronizations.

Enabling Encrypted Replication at the Partition Level Using LDAP

IMPORTANT: We strongly recommend you to use iManager for enabling encrypted replication.

To encrypt replication, you need to use the attribute dsEncryptedReplicationConfig. The syntax is:
enabl e/ di sabl e fl ag#destination replica nunber#source replica nunber
Replace with either of these flags:

+ 0: Encrypted replication is disabled
+ 1: Encrypted replication is enabled
Source replica number and destination replica number represents source and destination replica

numbers of a partition. These numbers can be specified in any order because if the replication from A
to B is encrypted, then replication from B to A is also encrypted.

NOTE: If the source and destination replica number at the partition level is 0 and if the flag is set to 1,
all the replicas are considered to be enabled for encrypted replication.

To enable encrypted replication at the partition level, the value of the dsEncryptedReplicationConfig
attribute should be set to 1#0#0.

Following is a sample LDIF file for enabling encrypted replication at the patrtition level:

dn: o=ou

changet ype: nodi fy

repl ace: dsEncryptedReplicationConfig
dsEncrypt edRepl i cati onConfi g: 1#0#0

These configurations at the partition level are overridden by the configurations at the replica level.
Refer to “Enabling Encrypted Replication at the Replica Level using LDAP” on page 307 for more
information.

Enabling Encrypted Replication at the Replica Level

When you enable encrypted replication at the replica level, replication between specific replicas is
encrypted. Both outbound and inbound replication between the replicas are encrypted.

For example, consider partition P1 has replicas R1, R2, R3, and R4. You can encrypt the replication
between replicas R1 and R2 or between R2 and R4.

To enable encrypted replication between replicas of a partition, you need to define an encryption link
between the replicas. Refer to “Enabling Encrypted Replication at the Replica Level Using iManager”
on page 307 for more information.

If you have enabled encrypted replication for one replica, it means that:

+ the inbound synchronization from a server to this replica
+ outbound synchronization from this replica to any other server is encrypted.
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The replicas you have enabled for encrypted replication must be on eDirectory 8.8 or later servers.
The remaining replicas in the replica ring, that are not enabled for encrypted replication, can be on
servers with earlier versions of eDirectory.

To disable encrypted replication at the replica level, you need to disable Encrypt Link for specific
replicas using Encrypted Replication Configuration Wizard in iManager.

You can enable encrypted replication at the replica level using either iManager or LDAP as described
in the following sections:

+ “Enabling Encrypted Replication at the Replica Level Using iManager” on page 307

+ “Enabling Encrypted Replication at the Replica Level using LDAP” on page 307

Enabling Encrypted Replication at the Replica Level Using iManager

You can enable encrypted replication at replica level through iManager by creating encryption links.
Encryption links connect the replicas between which you want the replication to be encrypted. You
create encryption links while configuring a replica for encrypted replication by selecting a source
replica and one or more destination replicas.

For example, consider partition P1 having replicas R1, R2, R3, and R4. To encrypt replication
between replicas R1 and R2, you need to create an encryption link by identifying one of them as the
source and the other as the destination replica.

After creating encryption links, you can choose to encrypt these links for specific replicas by selecting
or deselecting Encrypt Link in the Encrypted Replication Configuration Wizard in iManager. Refer to
“Enabling Encrypted Replication at the Replica Level Using iManager” on page 307 for more
information.

To enable encrypted replication at the replica level:

Click the Roles and Tasks button @

Click eDirectory Encryption > Encrypted Replication.

Enter or browse to the partition for which you want to enable encrypted replication.
Click Next.

ga A W N P

In the Encrypted Replication Wizard, in the Encrypted synchronizations table, click New to
define an encryption link.

5a In the Select Source Replica field, specify or browse to the replica you want to use as the
source.

5b In the Destination Replicas field, specify or browse to one or more replicas you want to use
as the destination for replication.

5¢ Select Encrypt Link.
5d Click OK.
6 Click Finish.

Enabling Encrypted Replication at the Replica Level using LDAP

IMPORTANT: We strongly recommend you to use iManager for enabling encrypted replication.

To encrypt replication, you need to use the attribute dsEncr ypt edRepl i cat i onConf i g. The syntax is:

enabl e/ di sabl e fl ag#destination replica nunber#source replica nunber
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For more information on the syntax, refer to “Enabling Encrypted Replication at the Partition Level
Using LDAP” on page 306.

When you specify the replicaNumber of the replicas in the above syntax, you enable the encrypted
replication between those replicas. consider the following example syntaxes:

+ 1#0#1: Encrypted replication is enabled from and to replica number 1; to and from, every other
replica in the partition.

+ 0#3#1: Encrypted replication is disabled between replica numbers 3 and 1.

+ 0#1#1: Encrypted replication is disabled for replica number 1.

The following is a sample LDIF file that disables encrypted replication between replica numbers 1 and
3:

dn: o=ou
changetype: nodify

repl ace: dsEncryptedReplicationConfig
dsEncrypt edRepl i cati onConfig: O#3#1

Partition Operations

When you split a partition, the encrypted replication configuration in the parent partition is inherited by
the child partition. When you merge a partition, the encrypted replication configuration of the parent
partition is retained in the resultant partition.

Adding a New Replica to a Replica Ring

Adding new replica to a replica ring is affected by whether encrypted replication is enabled or
disabled for the partition at the partition and replica level.

For more information on adding a replica to a replica ring, refer to “Administering Replicas” on
page 147.

At each of the above levels, you have different scenarios depending on which version of eDirectory
server you are trying to add to the replica ring, as explained in the following sections:

+ “Enabling Encrypted Replication at the Partition Level” on page 308

+ “Enabling Encrypted Replication at the Replica Level” on page 309

+ “Enabling Encrypted Replication for the Server You Add” on page 309
Enabling Encrypted Replication at the Partition Level

The scenarios vary depending on the version of eDirectory server you are trying to add.

Scenario Data Encryption

Adding an eDirectory 8.8 or 9.0 server The data flows in clear text.
without EBA and with Encrypted Replication

disabled

Adding an eDirectory 8.8 or 9.0 server with  eDirectory encrypts data based on the encrypted replication
Encrypted Replication and without EBA policies.

Adding an eDirectory 9.0 server with EBA  EBA-based encryption will take precedence over encrypted
replication.
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Enabling Encrypted Replication at the Replica Level

If encrypted replication is enabled between a source replica and specific destination replicas, you can
add an eDirectory 8.8 server or later to the replica ring.

The scenarios vary if encrypted replication is enabled between a source replica and all the other
replicas in the replica ring. This is similar to adding replicas to a replica ring with encrypted replication
enabled or disabled at the partition level. Refer to “Enabling Encrypted Replication at the Partition
Level” on page 308 for more information.

Enabling Encrypted Replication for the Server You Add

If the server you are trying to add is on Linux, you can use the ndsconfi g - E option to enable
encrypted replication on the server. Refer to the ndsconfig man pages for more information.

If the server you are trying to add is on Windows, you can enable the Enable Encrypted Replication
option in the installation wizard.

If the server you are trying to add is on platforms other than Linux, you can enable encrypted
replication through iManager or LDAP. Refer to “Enabling Encrypted Replication” on page 304 for
more information.

Synchronization and Encrypted Replication

If one replica is enabled for encrypted replication and the configuration changes are not synchronized
with the other servers, replication happens in the encrypted form between the replicas. The replicas
that are not synced with the configuration changes for encrypted replication continue to sync in clear
text.

Even if the encrypted replication configuration has not been synchronized across the replicas, the
replication between them will happen in the encrypted form.

Viewing the Encrypted Replication Status

You can view the encrypted replication status through iMonitor as follows:

1 IniMonitor, click Agent Synchronization in the Assistant frame.
2 Click Replica Synchronization for the partition you want to view.

The replica status information is displayed. The Encryption Status field displays whether the link
from the replica to which you are currently connected is encrypted or not.

Basically, there are three scenarios in encryption replication (ER):

+ ER enabled at partition level: The replica to which you are connected to shows
Encryption State is enabled.

To find out which replica you are connected to, in the replica frame, the one that is not hyper
linked is the one you are connected to. If you browse to the other replicas it shows that the
Encryption State is also marked Enabled.

+ ER enabled at replica level: You have enabled ER for all replicas from one particular
replica (that is, One to All.) In this case, when you are connected to that replica, its
Encryption State is marked Enabled.

+ ER enabled/disabled for a combination of replicas: ER enabled/disabled for one
combination of replicas - You have enabled ER for the whole partition but not for a selected
set of servers or vice versa.
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For example, you have enabled ER for partition A that has three replicas 1, 2, and 3 and
disabled ER for 1 <--> 3. In this case, if you are connected to replica 1, the Encryption State
is displayed as:

Server 1 Enabled
Server 2
Server 3 Disabled

This means that Server 1 is enabled for encrypted replication to all the servers in the replica
ring but 1<-->3 is disabled by the administrator.

Achieving Complete Security While Encrypting Data

The first important basic rule to be followed before encrypting the data is:

No information that would eventually be encrypted should ever be written to the hard disk (or any
other media) in the clear.

When you mark existing clear text data for encryption, though the data gets encrypted, the existing
clear text data might still be present on some part of hard disk where the DIB resides.

There will be “Left Over” clear text pieces of data in some blocks of database if you try to do following
operations:

+ Mark existing clear text data for encryption
+ Change the encryption scheme of an encrypted attribute

The following sections depict deployment scenarios for encrypted data and steps to ensure that the
encrypted data is truly secure:

+ “Encrypting Data in an All New Setup” on page 310
+ “Encrypting Data in an Existing Setup” on page 311

+ “Conclusion” on page 312

Encrypting Data in an All New Setup

In case of a new setup, you would have just installed the operating system and then eDirectory. It is
assured that there is no clear text data present in the hard disk where the DIB resides.

Complete the following steps to ensure that the encrypted data in eDirectory is truly secure:

1 Plan in advance which attributes you want to encrypt and with what scheme.

That is, you must decide in advance which attributes you want to encrypt before uploading the
data in clear text into the eDirectory.

WARNING: Once you have loaded any data into the eDirectory in the clear, you should not mark
an attribute for encryption. Though you can do it, this leads to security problems.

2 Configure eDirectory and set the encryption schemes that you want on an attribute.
3 Load your existing data into the new server.

Bulkloading from an LDIF file or replicating with another server are the two most likely scenarios.
Make sure that if you bulk load, you don’t copy the clear text LDIF file onto the same hard disk
where the DIB resides.
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NOTE: Remember the Rule mentioned: No clear text data can ever be written to the disk.

4 Destroy any existing clear text data

Any disks (or on other media) with the clear text data on it should be securely wiped. This
includes things like the clear text LDIF file used to bulk load the server, any other server that was
used for replication, or tapes with old backups on them.

Encrypting Data in an Existing Setup

This scenario includes the following:

+ “Existing Clear Text Data to Encrypted Data” on page 311

+ “Changing the Scheme of the Encrypted Data” on page 312

Existing Clear Text Data to Encrypted Data

You can mark clear text data for encryption and ensure that the data is secure through the following

methods:

+ “Through Replication” on page 311

+ “Through Backup and Restore” on page 311

Through Replication

1 Setup encryption on a new server as follows:

la Plan in advance which attributes you want to encrypt and with what scheme.

1b

1c

That is, you must decide in advance which attributes you want to encrypt before uploading
the data in clear text into the eDirectory.

WARNING: Once you have loaded any data into the eDirectory in the clear, you should not
mark an attribute for encryption. Though you can do it, this leads to security problems.

Start with a clear install (probably including the OS) on a freshly formatted and partitioned
disk.

This is to ensure that there is no clear text data on the disk. This means you cannot just take
an existing computer which has clear text data previous and re-install eDirectory. You must
have thoroughly erased all traces of data from the disk. Run some kind of secure erase
software, use a magnetic bulk eraser on the disk, or perform something equally destructive
to the data before installing eDirectory.

Configure eDirectory and set the encryption schemes that you want on an attribute.

2 Move this server into a replica ring where you have the existing data that you want to encrypt, let
the replication happen then take the old server offline.

3 Destroy any existing clear text data

Any disks (or on other media) with the clear text data on it should be securely wiped. This
includes things like the clear text LDIF file used to bulk load the server, any other server that was
used for replication, or tapes with old backups on them.

Through Backup and Restore

1 Setup encrypting on a new server as follows:

la Plan in advance which attributes you want to encrypt and with what scheme.
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That is, you must decide in advance which attributes you want to encrypt before uploading
the data in clear text into the eDirectory.

WARNING: Once you have loaded any data into the eDirectory in the clear, you should not
mark an attribute for encryption. Though you can do it, this leads to security problems listed
in Note A.

1b Start with a clear install (probably including the operating system) on a freshly formatted and
partitioned disk.

This is to ensure that there is no clear text data on the disk. This means you cannot just take
an existing computer which has clear text data previous and re-install eDirectory. You must
have thoroughly erased all traces of data from the disk. Run some kind of secure erase
software, use a magnetic bulk eraser on the disk, or perform something equally destructive
to the data before installing eDirectory.

1c Configure eDirectory and set the encryption schemes that you want on an attribute.

2 Restore the backed up DIB (that contains the existing clear text data) on the new server. You can
backup the DIB using Clone DIB Set or Hot Backup.

3 Destroy any existing clear text data

Any disks (or on other media) with the clear text data on it should be securely wiped. This
includes things like the clear text LDIF file used to bulk load the server, any other server that was
used for replication, or tapes with old backups on them.

Changing the Scheme of the Encrypted Data

The steps require to do this using backup/restore are mentioned below:

1 Change the encryption algorithms for an attribute.
2 Take a DIB backup. You can backup the DIB using Clone DIB Set or Hot Backup.
3 Restore the backed up DIB to a new fresh server, and delete the old server.

4 Destroy any existing clear text data on the old server. This avoids bits and pieces of data with the
old scheme still on the hard disk.

Any disks (or on other media) with the clear text data on it should be securely wiped.This
includes things like the clear text LDIF file used to bulk load the server, any other server that
were used for replication or tapes with old backups on them.

Conclusion

The scenarios listed here are not exhaustive and there might be more scenarios where this problem
occurs. As long as you follow the rule, No information that would eventually be encrypted should ever
be written to the hard disk (or any other media) in the clear, the encrypted data will be truly secure.
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2 Repairing the NetlQ eDirectory Database

The DSRepair utility lets you maintain and repair the database of an eDirectory tree. This utility

performs the following operations:

+ Corrects eDirectory problems such as bad records, schema mismatches, bad server addresses,

and external references.

+ Makes advanced changes to the eDirectory schema.

+ Checks the structure of the database automatically without closing the database and without

user intervention.

¢ Checks the database operational indexes.

+ Reclaims free space by discarding empty records.

+ Repairs the local database.

+ Repairs replicas, replica
+ Analyzes each server in

rings, and Server objects.
each local partition for synchronization errors.

+ Locates and synchronizes objects in the local database.

Some eDirectory database problems are not fatal, and eDirectory will continue to operate. But if the
database becomes corrupted, you will get a message on the console that the server could not open
the local database. In this case, run Repair or contact NetlQ Support.

NetlQ does not recommend running repair operations unless you run into problems with eDirectory,
or are told to do so by NetlQ Support. However, you are encouraged to use the diagnostic features
available in Repair and in other NetlQ utilities such as iMonitor. For more information, see Chapter 8,
“Monitoring eDirectory,” on page 225.

iManager contains the followi

ng Repair Wizards:

Wizard

Description

Basic Repair Wizard

Log File Wizard

Repair via iMonitor

Replica Repair Wizard

Replica Ring Repair Wizard

Lets you perform an unattended full repair, local database repair, or
single object repair. You can also check external references and delete
unknown leaf objects.

Lets you open the repair log file and set log file options.

Lets you open iMonitor and use the repair options available in that
program.

Lets you repair all or selected replicas, repair time stamps and declare
a new epoch, designate the current server as the new master replica,
and destroy the selected replica, if necessary.

Lets you repair all or selected replica rings, send all objects to every
server in the ring, receive all objects from the master to the selected
replica, and remove the current server from the replica ring, if
necessary.
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Wizard Description

Schema Maintenance Wizard  Lets you request schema from the tree, reset the local schema, declare
a new schema epoch, perform optional schema enhancements, import
remote schema, declare a new schema epoch, and perform a schema

update.

Server Repair Wizard Lets you repair all network addresses, or repair only a server's network
addresses.

Sync Repair Wizard Lets you synchronize the selected replica on the current server, report

the synchronization status on the current server, report the
synchronization status on all servers, perform a time synchronization,
and schedule an immediate synchronization.

The wizards help you with the following operations:

+ “Performing Basic Repair Operations” on page 314

+ “Viewing and Configuring the Repair Log File” on page 318
+ “Performing a Repair in NetlQ iMonitor” on page 318
+ “Repairing Replicas” on page 319

+ “Repairing Replica Rings” on page 322

+ “Maintaining the Schema” on page 324

+ “Repairing Server Network Addresses” on page 326

+ “Performing Synchronization Operations” on page 328
+ “DSRepair Options” on page 330

+ “Using the Client to Repair a Database” on page 334
+ “Graphical DS Repair Utility” on page 336

Performing Basic Repair Operations

The Basic Repair Wizard lets you perform an unattended full repair, local database repair, or single
object repair. You can also check external references and delete unknown leaf objects.

+ “Performing an Unattended Full Repair” on page 315

+ “Performing a Local Database Repair” on page 316

+ “Checking External References” on page 316

+ “Repairing a Single Object” on page 317

+ “Deleting Unknown Leaf Objects” on page 317
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Performing an Unattended Full Repair

An unattended full repair checks for and repairs most critical eDirectory errors in the eDirectory

database files of a given server. It performs eight primary operations each time it is run, none of which

require any intervention by the administrator. During some of these operations, the local database
locked. An unattended full repair builds a temporary set of local database files and runs the repair

is

operation against those files. That way, if a serious problem develops, the original files are still intact.

Troubleshooting specific issues and resolving them is far superior to running an unattended repair.

Running the Unattended Full Repair might require twice the amount of disk space currently used by

the database files. See “Performing a Local Database Repair” on page 316 for more information.

Rebuilding the operational indexes used by eDirectory is possible only when the local database is
locked.

The following table lists the operations performed during an unattended full repair:

Operation Database Description
Locked?
Database Structureand Yes Reviews the structure and format of database records and
Index Checked indexes. This ensures that no structural corruption has been
introduced into the eDirectory environment at the database
level.
Rebuild the Entire Yes Resolves errors found during structure and index checks. It
Database restores proper data structures and re-creates the eDirectory

database and index files.

Perform Tree Structure Yes Examines the links between database records to make sure

Check that each child record has a valid parent. This helps ensure
database consistency. Invalid records are marked so that they
can be restored from another partition replica during the
eDirectory replica synchronization process.

Repair All Local Yes Resolves eDirectory database inconsistencies by checking
Replicas each object and attribute against schema definitions. It also
checks the format of all internal data structures.

This operation can also resolve inconsistencies found during
the tree structure check by removing invalid records from the
database. As a result, all child records linked through the invalid
record are marked as orphans. These orphan records are not
lost, but this process could potentially generate a large number
of errors while the database is being rebuilt. This is normal, and
the orphan objects will be automatically reorganized over the
course of replica synchronization.

Repair Network No Checks server network addresses stored in eDirectory against

Addresses the values maintained in local SAP, SLP, or DNS tables to make
sure that eDirectory still has accurate information. If a
discrepancy is found, eDirectory is updated with the correct

information.
Validate Stream Syntax Yes Stream Syntax Files, such as login scripts, are stored in a
Files special area of the eDirectory database. This operation checks

to make sure that each stream syntax file is associated with a
valid eDirectory object. If not, the stream syntax file is deleted
and the attribute referencing it is purged.
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To perform an unattended full repair:

1 In iManager, click the Roles and Tasks button @

2 Click eDirectory Maintenance > Repair eDirectory.

3 Specify the server that will perform the operation, then click Next.
4

Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

Click Unattended Full Repair, then click Start.

al

6 Follow the online instructions to complete the operation.

Performing a Local Database Repair

Use this repair operation to resolve inconsistencies in the local database so that it can be opened and
accessed by eDirectory.

A local database repair can be performed on a temporary set of files if you specifically request it.
Otherwise, the repair operation will take place on the live database.

Performing the repair operation on a temporary set of database files requires closing the database
during this part of the operation. If you choose to work on a temporary set of files, you will be
prompted to commit the repair modifications before they are made permanent. Otherwise, changes
take place immediately.

Following a repair operation, you can view a log of the repair operations to determine if further
operations are required to complete the repair. For more information, see “Viewing and Configuring
the Repair Log File” on page 318.

1 In iManager, click the Roles and Tasks button @

2 Click eDirectory Maintenance > Repair eDirectory.

3 Specify the server that will perform the operation, then click Next.
4

Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

ol

Click Local Database Repair, then click Next.
6 Specify the options you want for running the local repair, then click Start.
7 Follow the online instructions to complete the operation.

Checking External References

This repair operation checks each external reference object to determine if a replica containing the
object can be located. If all the servers containing a replica of the partition that the object is in are
inaccessible, the object will not be found. If the object cannot be found, a warning is posted.

This operation also provides obituary information.

1 IniManager, click the Roles and Tasks button @
2 Click eDirectory Maintenance > Repair eDirectory.
3 Specify the server that will perform the operation, then click Next.

4 Specify a user name, password, and context for the server where you will perform the operation,
then click Next.
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5 Click Check External References, then click Start.
6 Follow the online instructions to complete the operation.

Repairing a Single Object

This repair operation will try to resolve any inconsistencies in an eDirectory object which might be
preventing eDirectory from accessing such data. This operation works only on user-created partitions
and on the external reference partition.

This operation is performed on the live database files. If the corruption is at the physical level, you
might need to perform a Physical and Structure check before the Single Object Repair is run.

Make sure you always have a current backup copy of the eDirectory database.

1 IniManager, click the Roles and Tasks button @

2 Click eDirectory Maintenance > Repair eDirectory.

3 Specify the server that will perform the operation, then click Next.
4

Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

Click Single Object Repair, then click Start.
6 Specify the object you want to repair, then click Next.
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7 Follow the online instructions to complete the operation.

Deleting Unknown Leaf Objects

Repair changes inconsistent objects to Unknown objects when they do not have mandatory
properties or are invalid in other respects (their properties don’t meet minimum requirements for an
object type). Unknown objects are real objects and eDirectory knows about them. They are unknown
because their object class cannot be fully validated. Unknown objects, represented by question mark
icons, can be deleted but cannot easily be changed back to their original object type.

This repair operation deletes all objects in the local eDirectory database that have the Unknown
object class and maintain no subordinate objects. The deletion is later synchronized to other replicas
in the eDirectory tree.

IMPORTANT: This operation should not be run unless you understand the consequences or have
been advised by NetlQ Support to run it.

In iManager, click the Roles and Tasks button @
Click eDirectory Maintenance > Repair eDirectory.

Specify the server that will perform the operation, then click Next.
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Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

Click Delete Unknown Leaf Objects, then click Start.
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6 Follow the online instructions to complete the operation.

Repairing the NetlQ eDirectory Database 317



Viewing and Configuring the Repair Log File

The Repair log file contains detailed information about local partitions and servers. This information
helps you diagnose damage to the database. The Log File Wizard lets you open the repair log file and
set log file options.

This sections contains information on the following operations:

+ “Opening the Log File” on page 318
+ “Setting Log File Options” on page 318

Opening the Log File

Use this operation to view your repair log file. The default name of the file is dsrepai r. | og. The
results of the operations performed by your repairs are written to it.

You can turn the log file operation off or on, change the name, and delete or reset the log file. See
“Setting Log File Options” on page 318 for more information.

1 IniManager, click the Roles and Tasks button @

2 Click eDirectory Maintenance > Log File.

3 Specify the server that will perform the operation, then click Next.
4

Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

Click Open Log File, then click Start.
6 Follow the online instructions to complete the operation.

ol

Setting Log File Options

Use this operation to manage the repair log file. You can turn the log file on or off, delete the log file,
append the log file, or change the filename.

1 IniManager, click the Roles and Tasks button @

2 Click eDirectory Maintenance > Log File.

3 Specify the server that will perform the operation, then click Next.
4

Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

ol

Click Log File Options, then click Next.
6 Follow the online instructions to complete the operation.

Performing a Repair in NetlQ iMonitor

You can access Repair features by using the Repair Via iMonitor option in NetlQ iManager. The
Repair page in iMonitor lets you view problems and back up or clean up your eDirectory database.

In iMonitor, DSRepair is a server-centric feature. In other words, this feature is available only on the
local server where iMonitor is running. If you need to access this feature on another server, you must
switch to the iMonitor running on that server.
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You must be the equivalent of the Administrator of the server or a console operator on the server
where you are trying to access the DS Repair page. For this reason, you must first log in so your
credentials can be verified before you can access information on this page.

1 In iManager, click the Roles and Tasks button .
2 Click eDirectory Maintenance > Repair via iMonitor.
3 Specify the server that will perform the operation, then click OK.

To open iMonitor and run the repair options manually, click Run iMonitor and Let Me Access
Repair from There before you click OK.

4 Specify a user name, context, and password for the server you are trying to access, then click
OK to open the iMonitor Repair page.

5 Select the repair options you want, then click Start Repair.

For more information on using the repair features available in iMonitor, see “Viewing DSRepair
Information” on page 241.

Repairing Replicas

Repairing a replica consists of checking each object in the replica for consistency with the schema,
and checking each attribute of the object for consistency with the schema and the data according to
the syntax of the attribute. Other internal data structures associated with the replica are also checked.

Use the Replica Repair Wizard to perform the following operations:

+ “Repairing All Replicas” on page 319

+ “Repairing Selected Replicas” on page 320

+ “Repairing Time Stamps” on page 320

+ “Designating This Server As the New Master Replica” on page 321
+ “Destroying the Selected Replica” on page 321

Repairing All Replicas
This operation repairs all of the replicas displayed in the replica table.

If you have not performed a Local Database Repair operation on the local eDirectory database within
the last 30 minutes, you should do so before performing this operation. See “Performing a Local
Database Repair” on page 316 for more information.

In iManager, click the Roles and Tasks button .
Click eDirectory Maintenance > Replica Repair.
Specify the server that will perform the operation, then click Next.

Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

Click Repair All Replicas, then click Start.
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6 Follow the online instructions to complete the operation.
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Repairing Selected Replicas

This operation repairs only the selected replica listed in the replica view.

If you have not performed a Local Database Repair operation on the local eDirectory database within
the last 30 minutes, you should do so before performing this operation. See “Performing a Local
Database Repair” on page 316 for more information.

1 In iManager, click the Roles and Tasks button @

2 Click eDirectory Maintenance > Replica Repair.

3 Specify the server that will perform the operation, then click Next.
4

Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

ol

Click Repair the Selected Replica, then click Next.
6 Specify the replica you want to repair, then click Start.
7 Follow the online instructions to complete the operation.

Repairing Time Stamps

NOTE: Before using this operation, use the Sync Repair Wizard to make sure that all servers in the
replica ring are communicating properly. See “Performing Synchronization Operations” on page 328
for more information.

This operation provides a new point of reference to the master replica so that all updates to replicas
of the selected partition are current.

This operation is always performed on the master replica of a partition. The master replica does not
need to be the local replica on this server.

Time stamps are placed on objects when they are created or modified, and they must be unique. All
time stamps in a master replica are examined. If any time stamps are postdated to the current
network time, they are replaced with a new time stamp. If the time stamp is current, a new time stamp
is not issued. After all time stamps are consistent in time, a new epoch is declared.

Use this operation if you notice a discrepancy between objects in a replica or in an object’s properties.
For example, if you update your login script but your old login script still appears when logging in, you
should check to ensure that replicas are synchronizing properly. If the differences between the time
stamps in the future and the current time is not more than minutes, eDirectory will eventually correct
the condition by itself. Declaring a new epoch is a very expensive operation, and should not be used
regularly.

eDirectory is a loosely consistent database, so you should allow for five to ten minutes before
checking replica synchronization. This operation results in the following conditions:
+ Anew epoch is declared on the master replica, possibly affecting all objects in the replica.
+ All time stamps are examined and repaired as required.

+ Updates are not accepted from replicas with postdated time stamps (epochs) until the replicas
are synchronized.

+ Areplica receives a copy of all objects in a master replica or any other replica that has received
a new epoch.

+ The replica becomes the same epoch as the master replica.

Repairing the NetlQ eDirectory Database



+ Any modifications from a previous epoch are lost.

+ The master replica does not need to reside on the current server, but you must have the
Supervisor right to the master replica to perform the repair operation.

+ The other replicas are put in a new state.

To repair time stamps and declare a new epoch:

In iManager, click the Roles and Tasks button .
Click eDirectory Maintenance > Replica Repair.

Specify the server that will perform the operation, then click Next.
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Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

ol

Click Repair Timestamps and Declare a New Epoch, then click Next.
6 Follow the online instructions to complete the operation.

Designating This Server As the New Master Replica

This operation designates the local replica of the selected partition as the master replica. You can use
this operation to designate a new master replica if the original one is lost. A master can be lost if the
server that contains the master replica has a hard disk failure and must be replaced.

Do not use this option to perform the normal partition operations available in NetlQ iManager. For
more information, see Chapter 6, “Managing Partitions and Replicas,” on page 143.

In iManager, click the Roles and Tasks button .

Click eDirectory Maintenance > Replica Repair.

Specify the server you want to designate as the new master replica, then click Next.
Specify a user name, password, and context to authenticate to the server, then click Next.

Click Designate This Server As the New Master Replica, then click Next.
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Follow the online instructions to complete the operation.

Destroying the Selected Replica

Use this operation to remove the selected replica from this server. The replica will be deleted or
changed to a subordinate reference.

Do not use this option to perform the normal partition operations available in NetlQ iManager. For
more information, see Chapter 6, “Managing Partitions and Replicas,” on page 143.

In iManager, click the Roles and Tasks button .

Click eDirectory Maintenance > Replica Repair.

Specify the server containing the replica you want to destroy, then click Next.

Specify a user name, password, and context to authenticate to the server, then click Next.
Click Destroy the Selected Replica, then click Next.

Specify the replica you want to destroy, then click Next.

~N o 0o~ WN P

Follow the online instructions to complete the operation.
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Repairing Replica Rings

Repairing a replica ring consists of checking the replica ring information on each server that contains
a replica and validating remote ID information.

Use the Replica Ring Repair Wizard to perform the following operations:

*

*

*

*

*

“Repairing All Replica Rings” on page 322

“Repairing the Selected Replica Ring” on page 322

“Sending All Objects to Every Server in the Ring” on page 323

“Receiving All Objects from the Master to the Selected Replica” on page 323
“Removing This Server from the Replica Ring” on page 323

Repairing All Replica Rings

This operation repairs the replica ring of all the replicas displayed in the replica view.

If you have not performed a Local Database Repair operation on the local eDirectory database within
the last 30 minutes, you should do so before performing this operation. See “Performing a Local
Database Repair” on page 316 for more information.

1
2
3
4

ol

In iManager, click the Roles and Tasks button .
Click eDirectory Maintenance > Replica Ring Repair.
Specify the server that will perform the operation, then click Next.

Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

Click Repair All Replica Rings, then click Next.

Follow the online instructions to complete the operation.

Repairing the Selected Replica Ring

This operation repairs the replica ring of the selected replica listed in the replica table.

If you have not performed a Local Database Repair operation on the local eDirectory database within
the last 30 minutes, you should do so before performing this operation. See “Performing a Local
Database Repair” on page 316 for more information.

1
2
3
4
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In iManager, click the Roles and Tasks button .
Click eDirectory Maintenance > Replica Ring Repair.
Specify the server that will perform the operation, then click Next.

Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

Click Repair the Selected Replica Ring, then click Next.

6 Specify the replica you want to repair, then click Next.

Follow the online instructions to complete the operation.
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Sending All Objects to Every Server in the Ring

This operation sends all objects from the selected server in the replica ring to all other servers that
contain a replica of the partition.

Use this operation to ensure that the selected partition’s replica on the selected server in the replica
ring is synchronized with all other servers in the replica ring. This operation cannot be performed on a
server that contains only a subordinate reference replica of the partition.

Modifications that have been made to other replicas that have not yet synchronized with the replica
on the selected server will be lost. You should verify the synchronization status before performing this
operation.

IMPORTANT: This operation can cause heavy network traffic because of the re-creation of the
objects in the replica. It is not a diagnostic operation.

In iManager, click the Roles and Tasks button @
Click eDirectory Maintenance > Replica Ring Repair.

Specify the server that will perform the operation, then click Next.

1
2
3
4 Specify a user name, password, and context for the server, then click Next.
5 Click Send All Objects to Every Server in the Ring, then click Next.

6

Follow the online instructions to complete the operation.

Receiving All Objects from the Master to the Selected
Replica
This operation receives all objects from the master replica to the replica on the selected servers.

Use this operation to ensure that the selected partition’s replica on the selected server in the replica
ring is synchronized with the master replica. This operation cannot be performed on a server that
contains the master replica.

IMPORTANT: This operation can produce a lot of network traffic. By requesting this operation, the
current replica will behave as if a new replica is being placed on the server. It will also put the replica
in a new state.

In iManager, click the Roles and Tasks button @
Click eDirectory Maintenance > Replica Ring Repair.

Specify the server that will perform the operation, then click Next.

1

2

3

4 Specify a user name, password, and context for the server, then click Next.

5 Click Receive All Objects from the Master to the Selected Replica, then click Next.
6

Follow the online instructions to complete the operation.

Removing This Server from the Replica Ring

This operation removes the specified server from the selected replica stored on the current server.
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WARNING: Misuse of this operation can cause irrevocable damage to the eDirectory database. You
should not use this operation unless directed to by NetlQ Support personnel.

In iManager, click the Roles and Tasks button .

Click eDirectory Maintenance > Replica Ring Repair.

Specify the server that will perform the operation, then click Next.

Specify a user name, password, and context for the server, then click Next.
Click Remove This Server from the Replica Ring, then click Next.
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Follow the online instructions to complete the operation.

Maintaining the Schema

The schema is a system of rules and definitions for object attributes that establishes the content and
format of each object and the object’s relationships in the database.

The Schema Maintenance Wizard contains several schema operations that might be necessary to
bring an eDirectory server's schema into compliance with the master of [Root]. However, these
operations should be used only when necessary. The local and unattended repair operations already
verify the schema.

For more information on the eDirectory schema, see Chapter 5, “Managing the Schema,” on
page 131.

Use the Schema Maintenance Wizard to perform the following operations:

+ “Requesting Schema from the Tree” on page 324

+ “Resetting the Local Schema” on page 325

+ “Performing Optional Schema Enhancements” on page 325
+ “Importing Remote Schema” on page 325

+ “Declaring a New Schema Epoch” on page 326

Requesting Schema from the Tree

Use this operation to request the master replica of the root of the tree to synchronize its schema to
this server. Any changes to the schema will be propagated to this server from the master replica of
the [Root] for the next 24 hours.

IMPORTANT: If all servers request the schema from the master replica, network traffic can increase.
Therefore, use this option with caution.

1 IniManager, click the Roles and Tasks button .
2 Click eDirectory Maintenance > Schema Maintenance.
3 Specify the server that will perform the operation, then click Next.

4 Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

ol

Click Request Schema from Tree, then click Next.

(o2}

Follow the online instructions to complete the operation.
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Resetting the Local Schema

This operation invokes a schema reset which clears the time stamps on the local schema and
requests an inbound schema synchronization.

This operation is unavailable if executed from the master replica of the [Root] partition. This is to
ensure that not all servers in the tree reset at once.

In iManager, click the Roles and Tasks button @
Click eDirectory Maintenance > Schema Maintenance.
Specify the server that will perform the operation, then click Next.

Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

Click Reset Local Schema, then click Next.
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6 Follow the online instructions to complete the operation.

Performing Optional Schema Enhancements

This operation extends and modifies the schema for containment and other schema enhancements.

This operation requires that this server contain a replica of the [Root] partition and that the state of the
replica must be On.

Previous versions of eDirectory cannot synchronize these changes.

1 In iManager, click the Roles and Tasks button @

2 Click eDirectory Maintenance > Schema Maintenance.

3 Specify the server that will perform the operation, then click Next.
4

Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

Click Optional Schema Enhancements, then click Next.

ol

6 Follow the online instructions to complete the operation.

Importing Remote Schema

This operation lets you select an eDirectory tree that contains the schema you want to add to the
current tree’s schema.

After you select a tree, the server that holds the master replica of the [Root] partition is contacted. The
schema from that server is used to extend the schema on the current tree.

In order to merge two trees, you might need to import the schema from one tree to the other more
than once. See Chapter 10, “Merging NetlQ eDirectory Trees,” on page 279 for more information.

1 IniManager, click the Roles and Tasks button @
2 Click eDirectory Maintenance > Schema Maintenance.
3 Specify the server that will perform the operation, then click Next.

4 Specify a user name, password, and context for the server where you will perform the operation,
then click Next.
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5 Click Import Remote Schema, then click Next.
6 Follow the online instructions to complete the operation.

Declaring a New Schema Epoch

An epoch is an instant in time that is arbitrarily selected as a point of reference. It is synonymous with
era or new version. Epochs control the synchronization of replicas. When a new epoch is declared, it
begins on the master replica. Other replicas cannot send updates to a replica with a newer epoch, but
they receive updates from it until they become fully synchronized with it.

When other replicas of a given partition are synchronized with the updated replica, meaning that each
replica’s epoch is the same, bidirectional synchronization is allowed again.

When you declare a new schema epoch, the master replica of the [Root] partition is contacted and
illegal time stamps are repaired on the schema records. A new epoch for the schema is then declared
on that server, but it affects the entire tree.

All other servers receive a new copy of the schema including the repaired time stamps.

If the receiving server contains a schema that was not in the new epoch, objects and attributes that
use the old schema are changed to the Unknown object class or attribute.

IMPORTANT: Do not perform this operation unless instructed to do so by NetlQ Support.

In iManager, click the Roles and Tasks button @
Click eDirectory Maintenance > Schema Maintenance.

Specify the server that will perform the operation, then click Next.
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Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

ol

Click Declare a New Epoch, then click Next.
6 Follow the online instructions to complete the operation.

Repairing Server Network Addresses

The Server Repair Wizard lets you repair all server network addresses in replica rings and Server
objects in the local database. You can also repair a selected server's network address in replica rings
and Server objects in the local database.

Use the Server Repair Wizard to perform the following operations:

+ “Repairing All Network Addresses” on page 327

+ “Repairing a Server's Network Addresses” on page 327
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Repairing All Network Addresses

This operation checks the network address for every server in the local eDirectory database. It
searches the SAP tables, the SLP directory agent, and DNS local or remote information, depending
on the transport protocol available, for each server's name.

Each address is then compared to the eDirectory Server object’'s Network Address attribute and the
address record in each Replica attribute of every partition [Root] object. If the addresses are different,
they are updated to be the same.

If the server address cannot be found in the SAP tables, local/remote DNS information, or SLP
directory agents, no repair is performed.

1 IniManager, click the Roles and Tasks button @
2 Click eDirectory Maintenance > Repair Server.
3 Specify the server that will perform the operation, then click Next.

4 Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

5 Click Repair All Network Addresses, then click Next.
6 Follow the online instructions to complete the operation.

Repairing a Server's Network Addresses

This operation checks the network address for the selected server in the local eDirectory database
files. It searches the local SAP tables, the SLP directory agent, or local or remote DNS information,
depending on the transport protocols currently bound, for the server's name. The server’s address is
then compared to the eDirectory Server object’s Network Address attribute and the address record in
each Replica attribute of every partition [Root] object. If the addresses are different, they are updated
to be the same.

If the server address cannot be found in the SAP tables, SLP, or local/remote DNS information, no
repair is performed.

1 In iManager, click the Roles and Tasks button @

2 Click eDirectory Maintenance > Repair Server.

3 Specify the server that will perform the operation, then click Next.
4

Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

Click Repair This Server's Network Addresses, then click Next.

ol

6 Follow the online instructions to complete the operation.

Issues

NetlQ SLP is an optional package. The authentication feature is not implemented as a part of the
NetlQ SLP package.

eDirectory is now compatible with OpenSLP, and the authentication features of OpenSLP are used.

Repairing the NetlQ eDirectory Database 327



328

NOTE: On Linux, eDirectory does not listen on all the interfaces except the specific IP that is
mentioned in the nds. conf file. While adding a new IPV6 address, ensure that the nds. conf file is
modified with the new address for listener to start and the corresponding referrals to be added.

Performing Synchronization Operations

The Sync Repair Wizard lets you synchronize a selected replica on the current server, report the
synchronization status on the current server, report the synchronization status on all servers, perform
a time synchronization, and schedule an immediate synchronization.

Use the Sync Repair Wizard to perform the following operations:

+ “Synchronizing the Selected Replica on This Server” on page 328
+ “Reporting the Synchronization Status on This Server” on page 328
+ “Reporting the Synchronization Status on All Servers” on page 329
+ “Performing a Time Synchronization” on page 329

+ “Scheduling an Immediate Synchronization” on page 330

Synchronizing the Selected Replica on This Server

Use this operation to determine the complete synchronization status of every server that has a replica
of the selected partition.

This helps you determine the health of a partition. If all of the servers with a replica of the partition are
synchronizing properly, the partition is considered healthy. Each server in the replica ring is
contacted, then each server performs an immediate synchronization to every other server in the
replica ring.

Servers do not synchronize to themselves. Therefore, the status for the current server's own replica is
displayed as Host.

1 In iManager, click the Roles and Tasks button @
2 Click eDirectory Maintenance > Repair Sync.
3 Specify the server that will perform the operation, then click Next.

4 Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

5 Click Sync the Selected Replica on This Server, then click Next.
6 Follow the online instructions to complete the operation.

Reporting the Synchronization Status on This Server

This operation reports the replica synchronization status for every partition that has a replica on the
current server.

This operation reads the Synchronization Status attribute from the replica [Root] object on each
server that holds replicas of the partitions. It displays the time of the last successful synchronization to
all servers and any errors that have occurred since the last synchronization.
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It also displays a warning message if synchronization has not completed within 12 hours.

1 In iManager, click the Roles and Tasks button @

2 Click eDirectory Maintenance > Repair Sync.

3 Specify the server that will perform the operation, then click Next.
4

Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

al

Click Report the Sync Status on This Server, then click Next.
6 Follow the online instructions to complete the operation.

Reporting the Synchronization Status on All Servers

Use this operation to determine the replica synchronization status for every partition that has a replica
on the current server.

This operation reads the Synchronization Status attribute from the replica [Root] object on each
server that holds replicas of the partitions. It displays the time of the last successful synchronization to
all servers and any errors that have occurred since the last synchronization.

It also displays a warning message if synchronization has not completed within twelve hours.

1 IniManager, click the Roles and Tasks button @

2 Click eDirectory Maintenance > Repair Sync.

3 Specify the server that will perform the operation, then click Next.
4

Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

(¢]

Click Report the Sync Status on All Servers, then click Next.
6 Follow the online instructions to complete the operation.

Performing a Time Synchronization

This operation contacts every server known to the local eDirectory database and requests information
about each server's eDirectory and time synchronization status.

The version of eDirectory running on each server is reported in the DS version field.

The Replica Depth field reports a -1 if no replicas are stored on a given server. 0 is reported if the
server contains a replica of the [Root] partition. A positive integer is reported if a replica exists on a
given server and indicates how many objects away from [Root] the closest replica to [Root] is.

All servers in an eDirectory tree must be synchronized to the same time source. If all servers are not
synchronized to the same time, object synchronization across replicas will not be managed correctly
when collisions occur.

The Sync Repair Wizard cannot report the time source for each server, but it does reveal the time
server type. This information can then be used to determine if time synchronization is configured

properly.

IMPORTANT: You should use NetlQ iMonitor to monitor for the “Nearly-In-Sync” time synchronization
status instead of using DSRepair. See Chapter 8, “Monitoring eDirectory,” on page 225 for more
information.
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For more information, see “Synchronizing Network Time” on page 93.

1 In iManager, click the Roles and Tasks button .

2 Click eDirectory Maintenance > Repair Sync.

3 Specify the server that will perform the operation, then click Next.
4

Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

al

Click Time Sync, then click Next.
6 Follow the online instructions to complete the operation.

Scheduling an Immediate Synchronization

This operation schedules a synchronization of all replicas to occur immediately. Use this operation if
you want to review synchronization information without having to wait for the synchronization process
to run as normally scheduled.

In iManager, click the Roles and Tasks button .
Click eDirectory Maintenance > Repair Sync.
Specify the server that will perform the operation, then click Next.

Specify a user name, password, and context for the server where you will perform the operation,
then click Next.

Click Schedule Immediate Sync, then click Next.
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6 Follow the online instructions to complete the operation.

DSRepair Options

In addition to the Repair features available in NetlQ iManager, the DSRepair utilities for each
eDirectory platform contain some advanced features that are hidden from normal use. These
advanced features are enabled through switches when loading the DSRepair utility on various
platforms.

+ “Running DSRepair on the eDirectory Server” on page 330

+ “DSRepair Command Line Options” on page 332

+ “Using Advanced DSRepair Switches” on page 333
Running DSRepair on the eDirectory Server
+ “Windows” on page 330

¢ “Linux” on page 331

Windows

1 Click Start > Settings > Control Panel > NetlQ eDirectory Services.
2 Click dsrepair.dim, then click St art .

To open DSRepair with advanced options, enter - a in the Startup Parameters field in the NetlQ
eDirectory Services Console before you start dsrepair. dl m
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Linux

To run DSRepair, enter ndsr epai r at the server console, using the following syntax:

ndsrepair {-U|-E|-C|-P[-Ad] |-S[-Ad]|-N|-T |-J <entry_id>[-Ad -AM<attribute
nane>]} [-A <yes/no>] [-O <yes/no>][-F filenane] [-h <local _interface:port>] [--
config-file <configuration_file_path>]

or
ndsrepair -R[-| yes|no] [-u yes|no] [-myes|no] [-i yes|no] [-f yes|no][-d yes|no]

[-t yes|no] [-0 yes|no][-r yes|no] [-v yes|no] [-c yes|no] [-F filenanme] [-A
yes| no] [-O yes|no]

IMPORTANT: The advanced switch [-Ad] should be given as last argument. We recommend that the
-Ad advanced switch option be enabled only when instructed by a NetlQ Support technician. If the
config-file is provided as the argument, then it should be given before the advanced switch [-Ad].

Examples

To perform an unattended repair and log events in the / r oot / ndsr epai r . | og file, or to append
events to the log file if it already exists, enter the following command:

ndsrepair -U -A no -F /root/ndsrepair.|og

To display a list of all global schema operations along with the advanced options, enter the following
command:

ndsrepair -S -Ad

To repair the local database by forcing a database lock, enter the following command:
ndsrepair -R -1 yes

To repair a single object when the entry id of the object is known, enter the following command:
ndsrepair -J <entry IDin hex>

To repair a particular partition or a replica, enter the following command:

ndsrepair -P

This command returns a list of all the partitions present on the server. You can choose any of the
partitions to get the list of operations that can be performed.

To display information about the free space in the database that can be released for your use, enter
the following command:

ndsrepair -|I
To repair network addresses, enter the following command:

ndsrepair -N

NOTE: The input for the ndsr epai r command can be redirected from an option file. The option file is
a text file that can contain replica and partition operation-related options and suboptions that do not
require authentication to the server. Each option or suboption is separated by a new line. Make sure
that the contents of the file are in the proper sequence. If the contents are not in the proper sequence,
the results will be unpredictable.
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DSRepair Command Line Options

Option

Description

-U

Unattended Full Repair option. Instructs DSRepair to run and exit without
further user assistance. You can view the log file after the repair has
completed to determine what actions DSRepair has taken.

This option is not a recommended default normal repair. Troubleshooting
specific issues and resolving them is far superior to running an
unattended repair.

Replica and Partition Operations option. Lists the partitions that have
replicas stored in the current server’s eDirectory database files. The
Replica options menu provides options to repair replicas, cancel a
partition operation, schedule synchronization, and designate the local
replica as the master replica.

Global Schema Operations option. Contains several schema operations
that might be necessary to bring the server's schema into compliance with
the master of the Tree object. However, these operations should be used
only when necessary. The local and unattended repair operations already
verify the schema.

Check External Reference Object option. Checks each external reference
object to determine if a replica containing the object can be located. If all
servers that contain a replica of the partition with the object are
inaccessible, the object is not found. If the object cannot be found, a
warning is posted.

Report Replica Synchronization option. Reports replica synchronization
status for every partition that has a replica on the current server. This
operation reads the synchronization status attribute from the replica's
Tree object on each server that holds replicas of the partitions. It displays
the time of the last successful synchronization to all servers and any
errors that have occurred since the last synchronization. A warning
message is displayed if synchronization has not completed within twelve
hours.

Servers Known to This Database option. Lists all servers known to the
local eDirectory database. If your current server contains a replica of the
Tree partition, this server displays a list of all serves in the eDirectory tree.
Select one server to cause the server options to be executed.

Repairs a single object on the local server. You need to provide the Entry
ID (in hexadecimal format) of the object you want to repair. You can use
this option instead of using the Unattended Repair (- U) option to repair
one particular object that is corrupted. The Unattended Repair option can
take many hours depending on the size of database. This option helps
you save time.

Time Synchronization option. Contacts every server known to the local
eDirectory database and requests information about each server’s time
synchronization status. If this server contains a replica of the Tree
partition, then every server in the eDirectory tree will be polled. The
version of eDirectory that is running on each server is also reported.

Append to the existing log file. The information is added to the existing log
file. By default, this option is enabled.

Logs the output in a file. By default, this option is enabled.

Repairing the NetlQ eDirectory Database



Option Description

-F Logs the output in the specified file.
filename

-R Repair the Local Database option. Repairs the local eDirectory database.
Use the repair operation to resolve inconsistencies in the local database
so that it can be opened and accessed by eDirectory. This option has
suboptions that facilitate repair operations on the database. This option
has function modifiers which are explained in the table below.

- Displays information about the free space in the database that can be
released for your use. eDirectory allows you to retrieve the empty records
and reuse the free space by using the Reclaim option of the ndsrepair
command.

The function modifiers used with the - R option are described below:

Option Description

-1 Locks the eDirectory database during the repair operation.

-u Uses a temporary eDirectory database during the repair operation. It prompts the
user to save or discard changes and view the log file.

-m Maintains the original unrepaired database.

-1 Checks the eDirectory database structure and the index.

-f Reclaims the free space in the database.
-d Rebuilds the entire database.
-t Performs a tree structure check. Set it to Yes to check all the tree structure links for

correct connectivity in the database. Set it to No to skip the check. Default =Yes.

-0 Rebuilds the operational schema.
-r Repairs all the local replicas.

-V Validates the stream files.

-C Checks local references.

Using Advanced DSRepair Switches

WARNING: The features described in this section can cause irreversible damage to your eDirectory
tree if they are used improperly. Use these features only if instructed to do so by NetlQ Support
personnel.

You should make a full backup of eDirectory on the server before using any of these features in a
production environment. See Chapter 15, “Backing Up and Restoring NetlQ eDirectory,” on page 407
for more information.

On Linux, enter ndsrepair -R -Ad - XK2.

On Windows, enter these options in the Startup Parameters field in NDSConsole before you start
dsrepai r. dl m See “Running DSRepair on the eDirectory Server” on page 330 for more information.
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Switch Description

-P Marks all eDirectory objects of type Unknown as referenced. Referenced objects do
not participate in the eDirectory replica synchronization process.

- VW In many cases, the WM: Registered Workstations attribute will become very high
when using ZENworks® 2.0. Running DSRepair with -WM will clear these high
values.

- XK2 Kills all eDirectory objects in this server's eDirectory database. This operation is used

to destroy a corrupt replica that cannot be removed in any other way.

- XK3 Kills all external references in this server's eDirectory database. This operation is
used to destroy all external references in a nonfunctioning replica. If the references
are the source of the problem, eDirectory can then re-create the references in order
to get the replica functioning again.

-RC Backs up the DIB. This option is available only on Windows.

-or Timestamps obituaries while performing a local database repair. All obituaries are
timestamped except INHIBIT MOVE.

-NLD Removes IRF from NLS:License Certificate and NLS:Product Container objects.

-AM Moves the attributes that meet the specific criteria to a different container in the
FLAIM database. For more information about which eDirectory attributes qualify
moving to a different container, see FLAIM Attribute Containerization in the NetlQ
eDirectory Tuning Guide.

Using the Client to Repair a Database

The eDirectory Management Toolbox (eMBox) Client is a command line Java client that gives you
remote access to DSRepair. Because the Client can be run in batch mode, you can use it to do
unattended repairs using the eDirectory DSRepair eMTool.

The enboxcl i ent.j ar file is installed on your server as part of eDirectory. You can run it on any
machine with a JVM. For more information on the Client, see “Using the Command Line Client” on
page 542.

Using the DSRepair eMTool

1 Run the Client in interactive mode by entering the following at the command line:
java -cp path_to_the_file/enboxclient.jar -i

(If you have already put the enboxcl i ent. j ar file in your class path, you only need to enter
java -i.)

The Client prompt appears:
dient>
2 Log in to the server you want to repair by entering the following:

login -s server_nane_or _| P_address -p port_nunber
-u usernane. context -w password -n

The port number is usually 80 or 8028, unless you have a Web server that is already using the
port. The - n option opens a nonsecure connection.

Repairing the NetlQ eDirectory Database



The Client will indicate whether the login is successful.

3 Enter a repair command, using the following syntax:

dsrepair.task options

For example, dsrepai r. uf r performs an unattended full repair.

dsrepair.rld -a -v repairs the local database using the Repair All Local Replicas and Check
Local References options.

A space must be between each switch. The order of the switches is not important.

The Client will indicate whether the repair is successful.

See “DSRepair eMTool Options” on page 335 for more information on the DSRepair eMTool

options.

4 Log out from the Client by entering the following command:

| ogout

5 Exit the Client by entering the following command:

exit

DSRepair eMTool Options

The following tables lists the DSRepair eMTool options. You can also use the | i st -t dsrepair
command in the Client to list the DSRepair options with details. See “Listing eMTools and Their

Services” on page 545 for more information.

Option

Description

rso -o -d
rts

rss

rid -1 -t -d

-p-i -f -c
-0 -a-m-Vv

rsn -o -d

ran

Single object repair Object ID in hex Object DN
Time synchronization
Report synchronization status of all partitions

+ Repair local database

+ Lock eDirectory database during entire repair
+ Use temporary eDirectory database during repair
+ Maintain original unrepaired database

+ Perform database structure check

+ Perform database structure and index check
+ Reclaim database free space

+ Perform tree structure check

+ Rebuild operational schema

+ Repair all local replicas

+ Validate mail directories and stream files

+ Check local references
Unattended full repair
Repair selected server's network address Object ID in hex Object DN

Repair all network addresses
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Option

Description

rsr -p -d
rer
ror -p -d
rar
ssa -p -d
cer

rao -p -d -s

-d
sao -p -d -s
-d
dne -p -d
sri -p -d
sks -p -d -s
-d
ske -p -d
dsr -p -d
Xsr -p -d -s
-d
dnm-p -d
dul

Repair selected replica Partition ID Partition DN

Repair every replica

Repair selected replica ring Partition ID Partition DN

Repair replica ring, all replicas

Report the replica synchronization status of all servers Partition ID Partition DN
Check external references

Receive all objects for this replica Partition ID Partition DN Server ID Server DN

Send all objects to every replica in the ring Partition ID Partition DN Server ID
Server DN

Repair time stamps and declare a new epoch Partition ID Partition DN
Schedule immediate synchronization Partition ID Partition DN Server ID Server DN

Synchronize the replica on the selected server Partition ID Partition DN Server ID
Server DN

Synchronize the replica on all servers Partition ID Partition DN
Destroy the selected replica on this server Partition ID Partition DN

Remove this server from the replica ring Partition ID Partition DN Server ID Server
DN

Designate this server as the new master replica Partition ID Partition DN

Delete unknown leaf objects

Graphical DS Repair Utility

The Graphical DS Repair Utility has been added to OES 11 SP1. This tool is automatically installed
during a new OES 11 SP1 installation.

To invoke the user interface, run the ndsgr epai r command at the server console. Most of the repair
operations that can be performed using the console can be performed using the graphical interface.
To navigate all of the help topics such as the menu options, press F1 or click Help > Help Contents in
the Ul main menu.

If you are upgrading to OES 11 SP1, perform the following steps to manually select novell-ndsgrepair
under the eDirectory pattern:

1 Open YaST, then select OES Install and Configuration.

2 Click Details and select Novell eDirectory Pattern on left, then scroll down to bottom of the
Packages on the right.

3 Select novell-ndsgrepair, click Accept, then Next, and then Finish.
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Understanding LDAP Services for NetlQ
eDirectory

The Lightweight Directory Access Protocol (LDAP) is an Internet communications protocol that lets
client applications access directory information. It is based on the X.500 Directory Access Protocol
(DAP) but is less complex than a traditional client and can be used with any other directory service
that follows the X.500 standard.

LDAP is used most often as the simplest directory access protocol.

Lightweight Directory Access Protocol (LDAP) Services for NetlQ eDirectory is a server application
that lets LDAP clients access information stored in eDirectory.

LDAP Services includes eDirectory features that are available through LDAP:

+ Provisioning

+ Account Management
+ Authentication

+ Authorization

+ |dentity Management
+ Notification

+ Reporting

+ Qualification

+ Segmentation

You can give different clients different levels of directory access, and you can access the directory
over a secure connection. These security mechanisms let you make some types of directory
information available to the public, other types available to your organization, and certain types
available only to specified groups or individuals.

The directory features available to LDAP clients depend on the functionality built into the LDAP clie
and the LDAP server. For example, LDAP Services for eDirectory lets LDAP clients read and write
data in the eDirectory database if the client has the necessary permissions. Some clients have the
capability to read and write directory data, while others can only read it.

Some typical client features let clients do one or more of the following:

+ Look up information about a specific person, such as an e-mail address or phone number.

+ Look up information for all people with a given last name, or a last name that begins with a
certain letter.

+ Look up information about any eDirectory object or entry.
+ Retrieve a name, e-mail address, business phone number, and home phone number.
+ Retrieve a company nhame and city name.

The following sections provide information about LDAP Services for eDirectory:

+ “Key Terms for LDAP Services” on page 338
+ “Understanding How LDAP Works with eDirectory” on page 340

Understanding LDAP Services for NetlQ eDirectory

nt

337



338

+ “Using LDAP Tools on Linux” on page 348
+ “Extensible Match Search Filter” on page 359
+ “LDAP Transactions” on page 361

For more information on LDAP, see the following Web sites:

¢ OpenLDAP (http://www.openldap.org/)
+ An LDAP Roadmap & FAQ (http://www.kingsmountain.com/l[dapRoadmap.shtml)

Key Terms for LDAP Services

¢ “Clients and Servers” on page 338
+ “Objects” on page 338

+ “Referrals” on page 338

Clients and Servers

LDAP Client— An application (for example, Internet Explorer or the NetlQ Import Conversion Export
utility).

LDAP Server— A server where nl dap. dl m(for Windows) or | i bnl dap. so (for Linux) is running.

Objects

LDAP Group object— Sets up and manages the NetlQ LDAP properties on an LDAP server.

This object is created when you install eDirectory. An LDAP Group object contains configuration
information that can be conveniently shared among multiple LDAP servers.

LDAP Server Object— Sets up and manages the way LDAP clients access and use the information
on a NetlQ LDAP server.

This object is created when you install eDirectory. An LDAP Server object represents server-specific
configuration data.

The following figure illustrates an LDAP Server object in NetlQ iManager.

LDAP Options

View LDAP Groups SR8 a B o100

BE Test. T

Referrals

Referral— A message that the LDAP server sends to the LDAP client telling the client that this server
can't provide complete results and that more data might be on another LDAP server.

The referral contains all the information needed to progress the operation.
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Scenario: An LDAP client issues a request to an LDAP server but the server can't find the target entry
of the operation locally. Using the knowledge references that it has about partitions and other servers,
the LDAP server identifies another server that knows more about the entry. The LDAP server sends
that information to the client.

The client establishes a new LDAP connection with the identified server and retries the operation.
Referrals have the following advantages:
+ The LDAP client keeps control of the operation.

Because the client always knows what is happening, it can make better decisions and provide
feedback to the user. Also, the client can opt not to follow through on a referral, or prompt a user
before following it.

+ Referrals often use network resources more efficiently than chaining.

In chaining, a requested search operation with many entries could be transmitted across the
network twice. The first transmission would come from the server holding the data to the server
doing the chaining. The second transmission would come to the client from the server doing the
chaining.

With a referral, the client gets the data directly from the server that held the data, in one
transmission.

+ When a client knows where an entry is stored, the client can go directly to the server that has the
data.

Chaining hides details from the client. Not knowing where data came from previously, the client
most likely won't go directly to the server holding the data.
Referrals have the following disadvantages:

+ The client must be able to recognize referrals and know how to follow them.

+ LDAPvV2 clients don't recognize referrals, or they use an obsolete, non-standard method for
recognizing them.

+ Every eDirectory partition must be serviced by an LDAP server.
Otherwise, referrals won’t be sent for data in that partition.

Superior Referral— A referral to a server that holds data higher in the tree than the server being
communicated with. See “Configuring for Superior Referrals” on page 396.

Superior referrals deal with requests concerning objects that are in a higher or contiguous non-
eDirectory partition of a multi-vendor tree.

To enable an eDirectory server to participate in this type of tree, eDirectory holds the hierarchical data
above it in a partition marked as “nonauthoritative.” The objects in the non-authoritative area consist
only of those entries needed to build the correct DN hierarchy. These entries are analogous to X.500
“Glue” entries.

eDirectory allows the placement of knowledge information in the form of LDAP referral data within the
nonauthoritative area. This information is used to return referrals to the LDAP client.

When an LDAP operation takes place in a nonauthoritative area of the eDirectory tree, the LDAP
server locates the correct reference data and returns a referral to the client.

Chaining— A server-based name-resolution protocol.
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An LDAP client issues a request to an LDAP server, but the server can't find the target entry of the
operation locally. Using the knowledge references that it has about partitions and other servers in the
eDirectory tree, the LDAP server identifies another LDAP server that knows more about the DN. The
first LDAP server then contacts the identified (second) LDAP server.

If necessary, this process continues until the first server contacts a server that holds a replica of the
entry. eDirectory then handles all the details to complete the operation. Unaware of the server-to-
server operations, the client assumes that the first server completed the request.

Through chaining, an LDAP server provides the following advantages:

+ Hides all name-resolution details from the client
+ Automatically takes care of reauthentication
+ Acts as a proxy for the client
+ Works seamlessly, even when some servers in the eDirectory tree don't support LDAP Services.
Chaining has the following disadvantages:
+ The client might have to wait for some time without any feedback from the server, while the
server chains to resolve the name.

+ [f the operation requires the LDAP server to send many entries across a WAN link, the operation
might be very time consuming.

+ |f several servers are equally capable of progressing the operation, different servers might
process two requests to operate on the same entry.

eDirectory attempts to sort the servers by the cost associated with contacting them. For load
balancing, eDirectory randomly selects among servers with the lowest cost.

Understanding How LDAP Works with eDirectory

This section explains the following:

+ “Connecting to eDirectory from LDAP” on page 340

+ “Class and Attribute Mappings” on page 343

+ “Enabling Nonstandard Schema Output” on page 346

+ “Syntax Differences” on page 346

+ “Supported NetlQ LDAP Controls and Extensions” on page 348

Connecting to eDirectory from LDAP

All LDAP clients bind (connect) to NetlQ eDirectory as one of the following types of users:

¢ [Public] User (Anonymous Bind)

+ Proxy User (Proxy User Anonymous Bind)

+ NDS or eDirectory User (NDS User Bind)
The type of bind the user authenticates with determines the content that the LDAP client can access.
LDAP clients access a directory by building a request and sending it to the directory. When an LDAP

client sends a request through LDAP Services for eDirectory, eDirectory completes the request for
only those attributes that the LDAP client has the appropriate access rights to.

For example, if the LDAP client requests an attribute value (which requires the Read right) and the
user is granted only the Compare right to that attribute, the request is rejected.
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Standard login restrictions and password restrictions still apply. However, any restrictions are relative
to where LDAP is running. Time and address restrictions are honored, but address restrictions are
relative to where the eDirectory login occurred—in this case, the LDAP server.

Connecting As a [Public] User

An anonymous bind is a connection that does not contain a user name or password. If an LDAP client
without a name and password binds to LDAP Services for eDirectory and the service is not
configured to use a Proxy User, the user is authenticated to eDirectory as user [Public].

User [Public] is a non-authenticated eDirectory user. By default, user [Public] is assigned the Browse
right to the objects in the eDirectory tree. The default Browse right for user [Public] allows users to
browse eDirectory objects but blocks user access to the majority of object attributes.

The default [Public] rights are typically too limited for most LDAP clients. Although you can change
the [Public] rights, changing them will give these rights to all users. Because of this, we recommend
that you use the Proxy User Anonymous Bind. For more information, see “Connecting As a Proxy
User” on page 341.

To give user [Public] access to object attributes, you must make user [Public] a trustee of the
appropriate container or containers and assign the appropriate object and attribute rights.

Connecting As a Proxy User

A proxy user anonymous bhind is an anonymous connection linked to an eDirectory user nhame. If an

LDAP client binds to LDAP for eDirectory anonymously, and the protocol is configured to use a Proxy
User, the user is authenticated to eDirectory as the Proxy User. The name is then configured in both
LDAP Services for eDirectory and in eDirectory.

The anonymous bind traditionally occurs over port 389 in LDAP. However, during the installation you
can manually configure different ports.

The key concepts of proxy user anonymous binds are as follows:

+ All LDAP client access through anonymous binds is assigned through the Proxy User object.

+ Because LDAP clients do not supply passwords during anonymous binds, the Proxy User must
have a null password and must not have any password restrictions (such as password change
intervals). Do not force the password to expire or allow the Proxy User to change passwords.

+ You can limit the locations that the user can log in from by setting address restrictions for the
Proxy User object.

+ The Proxy User object must be created in eDirectory and assigned rights to the eDirectory
objects you want to publish. The default user rights provide Read access to a limited set of
objects and attributes. Assign the Proxy User Read and Search rights to all objects and
attributes in each subtree where access is needed.

+ The Proxy User object must be enabled on the General page of the LDAP Group object that
configures LDAP Services for eDirectory. Because of this, there is only one Proxy User object for
all servers in an LDAP group. For more information, see “Configuring LDAP Objects” on
page 367.

+ You can grant a Proxy User object rights to All Properties (default) or Selected Properties.

To give the Proxy User rights to only selected properties:

1 In NetlQ iManager, click the Roles and Tasks button @
2 Click Rights > Modify Trustees.
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3 Specify the name and context of the top container the Proxy User has rights over, or click to
browse to the container in question, then click OK.

On the Modify Trustees screen, click Add Trustee.

Browse to and click the Proxy User's object, then click OK.

Click Assigned Rights to the left of the Proxy User you just added.

Check the All Attributes Rights and Entry Rights check boxes, then click Delete Property.
Click Add Property, then check the Show All Properties in Schema check box.

© 0 N o o b~

Select an inheritable right for the Proxy User, such as nai | st op (in the lowercase section of the
list) or Title, then click OK.

To add additional inheritable rights, repeat Step 8 and Step 9.
10 Click Done, then click OK.
To implement proxy user anonymous binds, you must create the Proxy User object in eDirectory and
assign the appropriate rights to that user. Assign the Proxy User Read and Search rights to all objects

and attributes in each subtree where access is needed. You also need to enable the Proxy User in
LDAP Services for eDirectory by specifying the same proxy user name.

In NetlQ iManager, click the Roles and Tasks button @

Click LDAP > LDAP Options.

Click View LDAP Groups.

Click the name of an LDAP Group object to configure.

Specify the name and context of an eDirectory User object in the Proxy User field.
Click Apply, then click OK.

o 01~ W N P

Using the Idapconfig Utility on Linux

For example, LDAP Search Referral Usage specifies how the LDAP server processes LDAP
referrals.
1 At a system prompt, enter the following command:
| dapconfig -s "LDAP: ot her Ref erral Usage=1"
2 Enter the User FDN (Fully Distinguished eDirectory User Name) and password.

Connecting As an NDS or eDirectory User

An eDirectory user bind is a connection that an LDAP client makes using a complete eDirectory user
name and password. The eDirectory user bind is authenticated in eDirectory, and the LDAP client is
allowed access to any information the eDirectory user is allowed to access.

The key concepts of eDirectory user binds are as follows:
+ eDirectory user binds are authenticated to eDirectory using the user name and password
entered at the LDAP client.

+ The eDirectory user name and password used for LDAP client access can also be used for
Novell Client access to eDirectory.

+ With non-TLS connections, the eDirectory password is transmitted in clear text on the path
between the LDAP client and LDAP Services for eDirectory.
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+ |f clear text passwords are not enabled, all eDirectory bind requests that include a user name or
password on non-TLS connections are rejected.

+ If an eDirectory user password has expired, eDirectory bind requests for that user are rejected.

Assigning eDirectory Rights for LDAP Clients

1 Determine the type of user name the LDAP clients will use to access eDirectory:
+ [Public] User (Anonymous Bind)
+ Proxy User (Proxy User Anonymous Bind)
+ NDS User (NDS User Bind)
See “Connecting to eDirectory from LDAP” on page 340 for more information.

2 If users will use one proxy user or multiple eDirectory user names to access LDAP, use iManager
to create these user names in eDirectory or through LDAP.

3 Assign the appropriate eDirectory rights to the user names that LDAP clients will use.

The default rights that most users receive provide limited rights to the user's own object. To provide
access to other objects and their attributes, you must change the rights assigned in eDirectory.

When an LDAP client requests access to an eDirectory object and attribute, eDirectory accepts or
rejects the request based on the LDAP client’s eDirectory identity. The identity is set at bind time.

Class and Attribute Mappings

A class is a type of object in a directory, such as a user, server, or group. An attribute is a directory
element that defines additional information about a specific object. For example, a User object
attribute might be a user’s last name or phone number.

A schema is a set of rules that defines the classes and attributes allowed in a directory and the
structure of a directory (where the classes can be in relation to one another). Because the schemas
of the LDAP directory and the eDirectory directory are sometimes different, mapping LDAP classes
and attributes to the appropriate eDirectory objects and attributes might be necessary. These
mappings define the name conversion from the LDAP schema to the eDirectory schema.

LDAP Services for eDirectory provides default mappings. In many cases, the correspondence
between the LDAP classes and attributes and the eDirectory object types and properties is logical
and intuitive. However, depending on your implementation needs, you might want to reconfigure the
class and attribute mapping.

In most instances, the LDAP class to eDirectory object type mapping is a one-to-one relationship.
However, the LDAP schema supports alias names such as CN and commonName that refer to the
same attribute.

Mapping LDAP Group Attributes

The default LDAP Services for eDirectory configuration contains a predefined set of class and
attribute mappings. These mappings map a subset of LDAP attributes to a subset of eDirectory
attributes. If an attribute is not already mapped in the default configuration, an auto-generated map is
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assigned to the attribute. Also, if the schema name is a valid LDAP name with no spaces or colons,
no mappings are required. You should examine the class and attribute mapping and reconfigure as
needed.

In NetlQ iManager, click the Roles and Tasks button @
Click LDAP > LDAP Options > View LDAP Groups.
Click an LDAP Group object, then click Attribute Map.
Add, delete, or modify the attributes you want.

A W N P

Because there might be alternate names for certain LDAP attributes (such as CN and common
name), you might need to map more than one LDAP attribute to a corresponding eDirectory
attribute name. When LDAP Services for eDirectory returns LDAP attribute information, it returns
the value of the first matched attribute it locates in the list.

If you map multiple LDAP attributes to a single eDirectory attribute, you should reorder the list to
prioritize which attribute should take precedence because the order is significant.

5 Click Apply, then click OK.

Class Mapping in LDAP Groups

When an LDAP client requests LDAP class information from the LDAP server, the server returns the
corresponding eDirectory class information. The default LDAP Services for eDirectory configuration
contains a predefined set of class and attribute mappings.

NOTE: eDirectory does not propagate class mappings in LDAP Group objects across LDAP servers.
To use the same class mapping on more than one server, manually add the mapping to all LDAP
group objects in your environment.

In NetlQ iManager, click the Roles and Tasks button @
Click LDAP > LDAP Options.

Click an LDAP Group object, then click Class Map.

Add, delete, or modify the classes you want.

A W N P

The default LDAP Services for eDirectory configuration contains a predefined set of class and
attribute mappings. These mappings map a subset of LDAP classes and attributes to a subset of
eDirectory classes and attributes. If an attribute or class is not mapped in the default
configuration, an auto-generated map is assigned to the attribute or class.

Also, if the schema name is a valid LDAP name with no spaces or colons, no mappings are
required. You should examine the class and attribute mapping and reconfigure as needed.

5 Click Apply, then click OK.

Mapping LDAP Classes and Attributes

Because the schemas of the LDAP directory and the eDirectory directory are different, mapping
LDAP classes and attributes to the appropriate eDirectory objects and attributes is necessary. These
mappings define the name conversion from the LDAP schema to the eDirectory schema.

No LDAP schema mappings are required for a schema entry if the name is a valid LDAP schema
name. In LDAP, the only characters allowed in a schema name are alphanumeric characters and
hyphens (-). No spaces are allowed in an LDAP schema name.
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To ensure that searching by object IDs works after a schema extension other than LDAP, such as for
. sch files, you must refresh the LDAP server configuration if the schema is extended outside of
LDAP.

Many-to-One Mappings

To support LDAP from eDirectory, LDAP Services uses mappings in the protocol level (instead of the
directory service level) to translate between LDAP and eDirectory attributes and classes. Because of
this, two LDAP classes or attributes can be mapped to the same eDirectory class or attribute.

For example, if you create a Cn through LDAP and then search for CommonName=Value, you will
get back a commonName, which might be the same attribute value for Cn.

If you request all attributes, you get the attribute that is first in the mappings list for that class. If you
ask for an attribute by name, you will get the correct name.

Many-to-One Class Mappings

LDAP Class Name eDirectory Class Name

alias aliasObject Alias

groupOfNames groupOfUniqueNames Group
group

mailGroup rfc822mailgroup NSCP:mailGroupl

Many-to-One Attribute Mappings

LDAP Attribute Name

eDirectory Attribute Name

¢ countryName C

cn commonName CN

uid userld uniquelD
description multiLineDescription Description
| localityname L

member unigueMember Member

0 organizationname (0]

ou organizationalUnitName ou

sn surname Surname
st stateOrProvinceName S

certificateRevocationList;binary
certificateRevocationList

authorityRevocationList;binary
authorityRevocationList

deltaRevocationList;binary deltaRevocationList

cACertificate;binary cACertificate

ndspkiCertificateRevocationList

authorityRevocationList

deltaRevocationList

cACertificate
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LDAP Attribute Name eDirectory Attribute Name

crossCertificatePair;binary crossCertificatePair crossCertificatePair

userCertificate;binary userCertificate userCertificate

NOTE: The attributes with ; bi nary are security related. They are in the mapping table in case your
application needs the name retrieved with ; bi nary. If you need it retrieved without ; bi nary, you can
change the order of the mappings.

Enabling Nonstandard Schema Output

eDirectory contains a compatibility mode switch that allows nonstandard schema output so that
current ADSI and old Netscape clients can read the schema. This is implemented by setting an
attribute in the LDAP Server object. The attribute name is nonStdClientSchemaCompatMode. The
LDAP Server object is usually in the same container as the Server object.

The nonstandard output does not conform to the current IETF standards for LDAP, but it will work with
the current version of ADSI and older clients.

In nonstandard output format:

¢+ SYNTAX OID is single quoted.

+ No upper bounds are output.

+ No X- options are output.

+ |If more than one name is present, only the first encountered is output.

+ Any attributes or classes without an OID defined will be output “attributename-oid” or
“classname-oid” in lowercase.

+ Attributes or classes with a hyphen in the name and no defined OID are not output.

OID or Object Identifier is a string of octet digits that is required to add an attribute or objectclass of
your own to an LDAP server.

To enable nonstandard schema output:

1 In NetlQ iManager, click the Roles and Tasks button @

2 Click LDAP > LDAP Options.

3 Click View LDAP Servers, then click an LDAP Server object.

4 Click Searches, then click Enable old ADSI and Netscape Schema Output.

The nonstandard output does not conform to the current IETF defined standards for LDAP, but it
works with the current ADSI and old Netscape clients.

5 Click Apply, click Information, then click Refresh.

Syntax Differences

LDAP and eDirectory use different syntaxes. Some important differences include the following:

¢ “Commas” on page 347

+ “Typeful Names” on page 347

346  Understanding LDAP Services for NetlQ eDirectory



+ “Escape Character” on page 347

+ “Multiple Naming Attributes” on page 347

Commas

LDAP uses commas as delimiters rather than periods. For example, a distinguished (or complete)
name in eDirectory looks like this:

CN=JANEB.OU=MKTG.O=EMA

Using LDAP syntax, the same distinguished name would be
CN=JANEB,OU=MKTG,0=EMA

Some additional examples of LDAP distinguished names:

CN=Bill Williams,OU=PR,0=Bella Notte Corp
CN=Susan Jones,OU=Humanities,O=University College London,C=GB

Typeful Names

eDirectory uses both typeless ((JOHN.MARKETING.ABCCORP) and typeful
(CN=JOHN.OU=MARKETING.O=ABCCORP) names. LDAP uses only typeful names with commas
as the delimiters (CN=JOHN,OU=MARKETING,0=ABCCORP).

Escape Character

The backslash (\) is used in LDAP distinguished names as an escape character. If you use the plus
sign (+) or the comma (,), you can escape them with a single backslash character.

For example:
CN=Pralines\+Cream,0OU=Flavors,0=MFG (CN is Pralines+Cream)
CN=DCardinal,O=Lionel\,Turner and Kaye,C=US (O is Lionel, Turner, and Kaye)

See Internet Engineering Task Force RFC 2253 (http://www.ietf.org/rfc/rfc2253.txt?number=2253) for
more information.

Multiple Naming Attributes

Objects can be defined with multiple naming attributes in the schema. In both LDAP and eDirectory,
the User object has two: CN and UID. The plus sign (+) separates the naming attributes in the
distinguished name. If the attributes are not explicitly labeled, the schema determines which string
goes with which attribute (the first would be CN, the second is UID for eDirectory and LDAP). You can
reorder them in a distinguished name if you manually label each portion.

For example, the following are two relative distinguished names:
Smith (CN is Smith CN=Smith)
Smith+Lisa (CN is Smith, the UID is Lisa CN=Smith UID=Lisa)

Both relative distinguished names (Smith and Smith+Lisa) can exist in the same context because
they must be referenced by two completely different relative distinguished names.
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Supported NetlQ LDAP Controls and Extensions

The LDAP 3 protocol allows LDAP clients and LDAP servers to use controls and extensions for
extending an LDAP operation. Controls and extensions allow you to specify additional information as
part of a request or a response. Each extended operation is identified by an Object Identifier (OID),
which is a string of octet digits that are required to add an attribute or objectclass of your own to an
LDAP server. LDAP clients can send extended operation requests specifying the OID of the extended
operation that should be performed and the data specific to that extended operation. When the LDAP
server receives the request, it performs the extended operation and sends a response containing an
OID and any additional data to the client.

For example, a client can include a control that specifies a sort with the search request that it sends to
the server. When the server receives the search request, it sorts the search results before sending

the search results back to the client. Servers can also send controls to clients. For example, a server
can send a control with the authentication request that informs the client about password expiration.

By default, the eDirectory LDAP server loads all system extensions and selected optional extensions
and controls when the LDAP server starts up. The extensionInfo attribute of LDAP Server object for
optional extensions allows the system administrator to select or deselect the optional extensions and
controls.

To enable extended operations, LDAP 3 protocol requires servers to provide a list of supported
controls and extensions in the supportedControl attribute and supportedExtension attribute in the
rootDSE. rootDSE (DSA [Directory System Agent] Specific Entry) is an entry that is located at the root
of the Directory Information Tree (DIT). For more information, see “Getting Information about the
LDAP Server” on page 402.

For a list of supported LDAP controls and extensions, see “LDAP Controls” (http://
developer.novell.com/ndk/doc/Idapover/ldap_enu/data/cchbehhc.html) and “LDAP Extensions” (http:/
/developer.novell.com/ndk/doc/Idapover/ldap_enu/data/a6ik7oi.html) in the LDAP and eDirectory
Integration NDK.

Using LDAP Tools on Linux

eDirectory includes the following LDAP tools, stored in / opt/ novel | / eDi rect ory/ bi n, to help you
manage the LDAP directory server.

NOTE: eDirectory 9.0 onwards, the . PEMcertificates are passed through specific TLS variables.
These variables can either be defined in the / et ¢/ opt / novel | / eDi r ect ory/ conf / openl dap/

| dap. conf file or can be exported individually. For more information, see OpenlLdap Documentation
Website and Man Pages.

Tool Description

ice Imports entries from a file to an LDAP directory, modifies the entries in a
directory from a file, exports the entries to a file, and adds attribute and
class definitions from a file.

Idapadd Adds new entries to an LDAP directory.

Idapdelete Deletes entries from an LDAP directory server. The Idapdelete tool
opens a connection to an LDAP server, binds, and deletes one or more
entries.
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Tool Description

Idapmodify Opens a connection to an LDAP server, binds, and modifies or adds
entries.
Idapmodrdn Modifies the relative distinguished name (RDN) of entries in an LDAP

directory server. Opens a connection to an LDAP server, binds, and
modifies the RDN of entries.

Idapsearch Searches entries in an LDAP directory server. Opens a connection to an
LDAP server, binds, and performs a search using the specified filter. The
filter should conform to the string representation for LDAP filters as
defined in RFC 2254 (http://www.ietf.org/rfc/rfc2254.txt).

ndsindex Creates, lists, suspends, resumes, or deletes indexes.

For more information, see “LDAP Tools” (http://developer.novell.com/ndk/doc/cldap/ltoolenu/data/
hevgtl7k.html) in the LDAP Libraries for C Doc.

To perform secure LDAP tools operations, refer to Ensuring Secure eDirectory Operations on Linux
Computers and include the DER file in all command line LDAP operations that establish secure LDAP
connections to eDirectory.

LDAP Tools

The LDAP utilities can be used to delete entries, modify entries, add entries, extend the schema,
modify relative distinguished names, move entries to new containers, create search indexes, or
perform searches.

NOTE: In compliance with RFC 2256, the LDAP interface of eDirectory only allows binds to occur
with passwords up to 128 characters in length. Also, passwords can only be set to have up to 128
characters when set through LDAP.

Idapadd

The Idapadd utility adds new entries. It has the following syntax:

| dapadd [-c] [-C [-I] [-M [-P] [-r] [-n] [-v] [-F] [-F limt] [-MM] [-d
debugl evel] [-D binddn] [[-W]| [-w passwd]] [-h |daphost] [-p | dapport] [-P
version] [-Z[Z2]] [-f fileg]

If the - f option is specified, Idapadd reads the modifications from a file. If the - f option is not
specified, Idapadd reads the modifications from stdin.

TIP: Output from the LDAP utilities is sent to stdout. If the utility exits before you can view the output,
redirect the output to a file. For example, | dapadd [options] > out.txt.

Understanding LDAP Services for NetlQ eDirectory 349


http://www.ietf.org/rfc/rfc2254.txt
http://developer.novell.com/ndk/doc/cldap/ltoolenu/data/hevgtl7k.html

Option Description

-a Adds new entries. The default for Idapmodify is to modify existing entries. If
invoked as Idapadd, this flag is always set.

-r Replaces existing values by default.

-C Continuous operation mode. Errors are reported, but Idapmodify will continue
with modifications. The default is to exit after reporting an error.

-f file Reads the entry modification information from an LDIF file instead of from
standard input. The maximum length of a record is 4096 lines.

-F Forces the application of all changes regardless of the contents of input lines
that begin with r epl i ca: . By default, r epl i ca: lines are compared against
the LDAP server host and port in use to decide if a replog record should
actually be applied.

Common Options for All LDAP Tools

There are some options that are common to all LDAP tools. These are listed in the following table:

Option Description
-C Enables referral following (anonymous bind).
-d debugl evel Sets the LDAP debugging level to debuglevel. The Idapmodify tool must be

compiled with LDAP_DEBUG defined for this option to have any effect.

- D bi nddn Uses binddn to bind to the LDAP directory. bi nddn should be a string-
represented DN as defined in RFC 1779.

-f file Reads a series of lines from file, performing one LDAP search for each line. In
this case, the filter given on the command line is treated as a pattern, where
the first occurrence of % is replaced with a line from the file. If the file is a
single hyphen (-) character, then the lines are read from standard input.

-h | daphost Specifies an alternate host on which the LDAP server is running.

-l limt Specifies the connection timeout (in seconds).

-M Enables Manage DSA IT control (non-critical).

- M Enables Manage DSA IT control (critical).

-n Shows what would be done, but does not actually modify entries. Useful for

debugging in conjunction with -v.

-p | dapport Specifies an alternate TCP™ port where the LDAP server is listening.

-P version Specifies the LDAP version (2 or 3).

-V Uses verbose mode with many diagnostics written to standard output.

-w passwd Uses passwd as the password for simple authentication.

-W Prompts for simple authentication. This option is used instead of specifying the

password on the command line.
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Option

Description

-Z

-ZZ

Starts TLS before binding to perform the operation. If an error occurs during the
Start TLS operation the error is ignored and the operation continues. It is
recommended that the - ZZ option be used in place of this option to cause the
operation to abort if an error occurs.

If a port is specified with this option, it must accept clear text connections.

To verify the server identity, this option should be used in conjunction with the -
e option to specify a server certificate file. This validates the server trusted root
certificate when TLS is started. If the - e option is not specified, any certificate
from the server is accepted.

Starts TLS before binding to perform the operation. If an error occurs during the
Start TLS operation, the operation is aborted.

If a port is specified with this option, it must accept clear text connections.

To verify server identity, this option should be used in conjunction with the - e

option to specify a server certificate file. This validates the server trusted root
certificate when TLS is started. If the - e option is not specified, any certificate
from the server is accepted.

Examples

Assume that the file / t np/ ent r ynods exists and has the following contents:

dn: cn=Modi fy M,

o=Uni versity of M chigan, c=US

changetype: nodify

replace: mail

mail: nodne@ermnator.rs.itd.um ch. edu

add: title

title: Manager

add: j pegPhot o

j pegPhot 0: /tnp/ nodne. j peg

del ete: description

In this case, the command | dapnodify -b -r -f /tnp/entrynods will replace the contents of the
Modify Me entry’s mail attribute with the value nodme@er mi nator.rs.itd. um ch. edu, add a title of
Manager, add the contents of the file / t np/ nodne. j peg as a jpegPhoto, and completely remove the
description attribute.

The same modifications as above can be performed using the older [dapmodify input format:

cn=Modi fy M,

o=Uni versity of M chigan, c=US

mai | =modne@erm nator.rs.itd.um ch. edu
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+titl e=Manager

+j pegPhot o=/t np/ modne. j peg

-description

and the command:

| dapnmodi fy -b -r -f /tnp/entrynods

Assume that the file / t np/ newent ry exists and has the following contents:
dn: cn=Barbara Jensen, o=University of M chigan, c=US
obj ect G ass: person

cn: Barbara Jensen

cn: B Jensen

sn: Jensen

title: Manager

mai | : bjensen@ermnator.rs.itd.um ch. edu

ui d: bjensen

In this case, the command | dapadd -f /tnp/ ent rynods will add a new entry for B Jensen, using the
values from the file / t np/ newent ry.

Assume that the file / t np/ newent ry exists and has the following contents:
dn: cn=Barbara Jensen, o=University of M chigan, c=US
changetype: delete

In this case, the command | dapnodi fy -f /tnp/entrynmods will remove B Jensen’s entry.

ldapdelete

The Idapdelete utility deletes the specified entry. It opens a connection to an LDAP server, binds, and
then deletes. It has the following syntax:

| dapdel ete [-n] [-v] [-c] [-r] [-1] [-Q [-M [-d debuglevel] [-f file] [-D binddn]
[[-W] [-w passwd]] [-h | daphost] [-p |dapport] [-Z[Z]] [dn]...

The dn parameter is a list of distinguished names of the entries to be deleted.
It interacts with the - f option in the following ways:

+ If the - f option is missing from the command line, and DNs are specified on the command line,
the utility deletes the specified entries.

+ If both dn and the - f option are in the command line, the utility reads the file for the DNs to
delete and ignores any DNs in the command line.

+ If both dn and the - f option are missing in the command line, the utility reads the DN from stdin.

TIP: Output from the LDAP utilities is sent to stdout. If the utility exits before you can view the output,
redirect the output to a file, for example, | dapdel ete [options] > out.txt.
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Option Description

-C Continuous operation mode. Errors are reported, but Idapdelete will continue
with deletions. The default is to exit after reporting an error.

-f file Reads a series of lines from the file, performing one LDAP search for each
line. In this case, the filter given on the command line is treated as a pattern,
where the first occurrence of % is replaced with a line from the file.

-r Delete recursively.

NOTE: Refer to “Common Options for All LDAP Tools” on page 350 for more details on common
options.

Example

The command | dapdel ete "cn=Del ete Me, o=University of M chigan, c=US" will attemptto
delete the entry named with the commonName Delete Me directly below the University of Michigan
organizational entry. In this case, it would be necessary to supply a bi nddn and passwd for the
deletion to be allowed (see the - Dand - woptions).

Idapmodify

The Idapmodify utility modifies the attributes of an existing entry or adds new entries. It has the
following syntax:

| dapnodify [-a] [-c] [-C [-M [-P] [-r] [-n] [-v] [-F] [-I limt] [-MM] [-d
debugl evel] [-D binddn] [[-W|[-w passwd]] [-h | daphost] [-p |dap-port] [-P
version] [-Z[Z]] [-f fileg]

If the - f option is specified, Idapmodify reads the modifications from a file. If the - f option is not
specified, Idapmodify reads the modifications from stdin.

TIP: Output from the LDAP utilities is sent to stdout. If the utility exits before you can view the output,
redirect the output to a file. For example, | dapnodi fy [options] > out.txt.

Option Description

-a Adds new entries. The default for Idapmodify is to modify existing entries. If
invoked as Idapadd, this flag is always set.

-r Replaces existing values by default.

-C Continuous operation mode. Errors are reported, but Idapmodify will continue with
modifications. The default is to exit after reporting an error.

-f file Reads the entry modification information from an LDIF file instead of from standard
input. The maximum length of a record is 4096 lines.

-F Forces the application of all changes regardless of the contents of input lines that
begin with repl i ca: . By default, repl i ca: lines are compared against the LDAP
server host and port in use to decide if a replog record should actually be applied.
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NOTE: Refer to “Common Options for All LDAP Tools” on page 350 for more details on common
options.

I[dapmodrdn

The Idapmodrdn modifies the relative distinguished name of an entry. It can also move the entry to a
new container. It has the following syntax:

| dapmodrdn [-r] [-n] [-v] [-c] [-Q [-I] [-M [-s newsuperior] [-d debuglevel] [-D
binddn] [[-W]|[-w passwd]] [-h Idaphost] [-p |dapport] [-Z[Z]] [-f file] [dn
new dn]

NOTE: Output from the LDAP utilities is sent to stdout. If the utility exits before you can view the
output, redirect the output to a file. For example, | dapnodr dn [ options] > out.txt.

Option Description

-C Continuous operation mode. Errors are reported, but Idapmodify will
continue with modifications. The default is to exit after reporting an error.

-f file Reads the entry modification information from the file instead of from
standard input or the command line. Make sure that there are no blank
lines between the old RDN and new RDN, or the - f option will fail.

-r Removes old RDN values from the entry. The default is to keep old
values.

-S newsuperior Specifies the distinguished name of the container to which the entry is
moving.

NOTE: Refer to Common Options for All LDAP Tools for more details on common options.

Example
Assume that the file / t np/ ent r ynods exists and has the following contents:
cn=Modi fy Me, o=University of M chigan, c=US

cn=The New Me

Idapsearch

The Idapsearch utility searches the directory for specified attributes and object classes. It has the
following syntax:

| dapsearch [-n] [-u] [-v] [-t] [-A] [-T] [-Q [-M [-M [-P] [-L] [-d debugl evel]
[-f file] [-D binddn] [[-W] [-w bindpasswd]] [-h |daphost] [-p |dapport] [-b
searchbase] [-s scope] [-a deref] [-] time limt] [-z size limt] [-Z2Z]] filter
[attrs....]

The Idapsearch tool opens a connection to an LDAP server, binds, and performs a search using the
filter. The filter should conform to the string representation for LDAP filters as defined in RFC 2254
(http://www.ietf.org/rfc/rfc2254.txt).
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If Idapsearch finds one or more entries, the attributes specified by at t r s are retrieved and the entries
and values are printed to standard output. If no attributes are listed, all attributes are returned.

TIP: Output from the LDAP utilities is sent to stdout. If the utility exits before you can view the output,

redirect the output to a file. For example, | dapsearch [options] filter [attribute list] >

out.txt.

Option

Description

-a deref

-CC

-b searchbase
-L

-LL

-LLL

-s scope

-S attribute

-tt

-T path

-V

-V prefix

Specifies how to handle the dereferencing of an alias. It uses the following
values:

+ Never: Aliases are never dereferenced while locating the base object
or searching.

* Always: Aliases are always dereferenced when locating the base
object and searching.

+ Search: Aliases are dereferenced when searching subordinates of
the base object but not when locating the base object.

+ Find: Aliases are dereferenced when locating the base object but not
when searching for the subordinates of the base object.

Retrieves attributes only (no values). This is useful when you want to see if
an attribute is present in an entry and when you are not interested in the
specific values.

Enables referral following (authenticated bind with same bind DN and
password).

Use sear chbase as the starting point for the search.

Prints entries in the LDIF format.

Prints entries in the LDIF format without comments.

Prints entries in the LDIF format without comments and version.

Specifies the scope of the search. Scope should be base, one, or sub to
specify a base object, one-level, or subtree search. The default is sub.

Sorts the entries returned, based on attribute. The default is not to sort
entries returned. If an attribute is a zero-length string (" "), the entries are
sorted by the components of their distinguished name. See Idap_sort for
more details. [dapsearch normally prints out entries as it receives them.
The use of the - S option defeats this behavior, causing all entries to be
retrieved, sorted, and then printed.

Writes retrieved binary values to a set of temporary files. This is useful for
dealing with non-ASCII values such as jpegPhoto or audio.

Writes all values to temporary files.
Writes files to directory specified by path (default: / t np).

Includes the user-friendly form of the distinguished name (DN) in the
output.

URL prefix for files.

Specifies the URL prefix for files (default: fil e: //tnp/).
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Option Description

-z sizelinit Waits at most si zel i mi t entries for a search to complete.

NOTE: Refer to “Common Options for All LDAP Tools” on page 350 for more details on common
options.

Examples
The following command:
| dapsearch "cn=mark smith" cn tel ephoneNunber

will perform a subtree search (using the default search base) for entries with a commonName of mar k
sm t h. The commonName and telephoneNumber values will be retrieved and printed to standard
output. The output might look like the following if two entries are found:

cn=Mark D Smith, ou="Col |l ege of Literature, Science, and the Arts", ou=Students,
ou=Peopl e, o=University of M chigan, c=US

cn=Mark Smth

cn=Mark David Smith

cn=Mark D Snith 1

cn=Mark D Smth

t el ephoneNunber =+1 313 930- 9489

cn=Mark C Smith, ou=lnformation Technol ogy D vision, ou=Faculty and Staff,
ou=Peopl e, o=Uni versity of M chigan, c=US

cn=Mark Smith

cn=Mark C Smith 1

cn=Mark C Smith

t el ephoneNunber =+1 313 764-2277

The command:

| dapsearch -u -t "uid=nts" jpegPhoto audio

will perform a subtree search using the default search base for entries with user IDs of mcs. The user-
friendly form of the entry’s DN will be output after the line that contains the DN itself, and the
jpegPhoto and audio values will be retrieved and written to temporary files. The output might look like
the following if one entry with one value for each of the requested attributes is found:

cn=Mark C Smth, ou=lnformation Technol ogy D vision, ou=Faculty and Staff,
ou=Peopl e, o=University of M chigan, c=US

Mark C Smith, Information Technol ogy Division, Faculty and Staff, People,
Uni versity of M chigan, US

audi o=/t np/ | dapsear ch- audi 0- a19924
j pegPhot o=/t np/ | dapsear ch-j pegPhot 0- 219924

The following command will perform a one-level search at the c=US level for all organizations whose
organizationName begins with uni versi ty. :
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| dapsearch -L -s one -b "c=US" "o=university*" o description

Search results will be displayed in the LDIF format. The organizationName and description attribute
values will be retrieved and printed to standard output, resulting in output similar to the following:

dn: o=University of Al aska Fairbanks, c=US

o: University of Al aska Fairbanks

description: Preparing Al aska for a brave new yesterday.
description: |eaf node only

dn: o=University of Col orado at Boul der, c=US

o: University of Colorado at Boul der

description: No personnel information

description: Institution of education and research

dn: o=University of Colorado at Denver, c=US

0: University of Colorado at D

ndsindex

The ndsi ndex utility creates, lists, suspends, resumes, or deletes indexes and compound indexes.
You can specify multiple attributes separated by $ sign in the ndsi ndex utility for compound index. It
has the following syntax:

NOTE: You can specify multiple attributes for compound index. NetlQ recommends you to enter up to
3 attributes for better performance. In case of value type compound index, you can add maximum 5
attributes.

ndsi ndex list [-h <hostname>] [-p <port>] -D <bind DN> -W][-w <password>] [-]|
limt] -s <eDirectory Server DN> [-Z[Z]] [<indexNamel>, <indexName2>..... ]

ndsi ndex add [-h <hostnane>] [-p <port>] -D <bind DN> -W[-w <password>] [-] limt]
-s <eDirectory Server DN> [-Z[Z]] <indexDefinintionl> [<indexDefinintion2>. .... ]

ndsi ndex delete [-h <hostname>] [-p <port>] -D <bind DN> -W][-w <password>] [-]|
limt] -s <eDirectory Server DN> [-Z[Z]] <indexNamel> [<indexName2>..... ]

ndsi ndex resume [-h <hostname>] [-p <port>] -D <bind DN> -W][-w <password>] [-]|
limt] -s <eDirectory Server DN> [-Z[Z]] <indexNamel> [<indexName2>..... ]

ndsi ndex suspend [-h <hostnanme>] [-p <port>] -D <bind DN> -W[-w <password>] [-]|
limt] -s <eDirectory Server DN> [-Z[Z]] <indexNamel> [<indexName2>..... ]
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Option Description

l'ist Lists the specified indexes. If the index is not specified, ndsindex lists all
existing indexes on the server.

add Creates new indexes.

del ete Deletes the specified indexes.

resune Resumes the specified indexes from an off-line state.
suspend Suspends the specified indexes to an off-line state.

-s eDirectory Server Specifies the eDirectory Server DN.
DN

NOTE: Refer to “Common Options for All LDAP Tools” on page 350 for more details on common
options.

Examples
To list the indexes on the server MyHost, enter the following command:
ndsi ndex |ist -h MyHost -D cn=adm n, o=nyconpany -w password -s cn=MyHost, o=novel |

To create a substring index with the name Mylndex on the email address attribute, enter the following
command:

ndsi ndex add -h myhost -D cn=admi n, o=nyconpany -w password -s cn=nyhost, o=novell
"Myl ndex; emai | address; substring”

To create a value index with the name MyIndex on the city attribute, enter the following command:

ndsi ndex add -h nyhost -D cn=adm n, o=nyconpany -w password -s cn=nyhost, o=novel |
"Ml ndex; ci ty; val ue"

To create a presence index with the name Myindex on the homephone attribute, enter the following
command:

ndsi ndex add -h nyhost -D cn=adm n, o=nyconpany -w password -s cn=nyhost, o=novel |
"Myl ndex; homephone; presence"

To delete the index named MylIndex, enter the following command:

ndsi ndex del ete -h nmyhost -D cn=admi n, o=nmyconpany -w password -s cn=nyhost, o=novel |
MyI ndex

To suspend the index named Mylndex, enter the following command:

ndsi ndex suspend -h nyhost -D cn=adm n, o=nyconpany -w password -s
cn=nyhost, o=novel | Ml ndex

To resume the index named Mylndex, enter the following command:

ndsi ndex resune -h nyhost -D cn=admi n, o=nmyconpany -w password -s cn=nyhost, o=novel |
MyI ndex
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Examples for Compound Indexes

To create a value index with the name Myl ndex on the emai | addr ess and sur nane attribute, enter
the following command:

ndsi ndex add —h nyhost —-D cn=adm n, o=nyconpany —w password —s cn=nyhost, o=netiq
" Myl ndex; enai | addr ess$sur nane; val ue'

NOTE: You cannot create a compound index for Presence and Subst ri ng type.

Extensible Match Search Filter

The LDAP 3 core protocol specification defined in RFC 2251 (http://www.ietf.org/rfc/rfc2251.txt)
requires LDAP servers to recognize a search element called an extensible match filter. An extensible
match allows an LDAP client to specify the following items in a search filter:

+ An optional attribute name

+ An optional matching rule

*

A flag to indicate if the DN attributes should be considered a part of the entry
¢ The value to be used for the match

The following is the string representation of the extensible match search filter:

extensible = attr [":dn"] [":" matchingrule] ":=" value /
[:dn"] ":" matchingrule ":=" val ue

The following table lists the Extensible Match search filter parameters:

Parameter Description
attr Specifies the attribute to match on.
[":dn"] Indicates that the matching rule should be included in the

comparison match.
[":" matchingrul e] Designates the matching rule to be used.
o=t Without a matching rule results in an equality match.

val ue Comparison value

The extensibleMatch is a new filter provided in LDAP 3. If the matchingRule field is absent, the
attribute field MUST be present, and the equality match is performed for that attribute. If the attribute
field is absent and matchingRule is present, the matchValue is compared against all attributes in an
entry that supports that matchingRule, and the matchingRule determines the syntax for the assertion
value.

The filter item evaluates as

+ TRUE if it matches with at least one attribute in the entry.
+ FALSE if it does not match any attribute in the entry.
+ Undefined if the matchingRule is not recognized or the assertionValue cannot be parsed.
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If the type field along with the matchingRule is present, the matchingRule must be one permitted for
use with that type, otherwise the filter item is undefined. If the : dn is specified in the search filter, the
match is applied against all the attributes in an entry’s distinguished name as well, and also evaluates
to TRUE if there is at least one attribute in the distinguished name for which the filter item evaluates
to TRUE. The dnAttributes field is present so that there does not need to be multiple versions of
generic matching rules such as for word matching, one to apply to entries and another to apply to
entries and DN attributes as well.

Essentially, an extensible match filter allows an LDAP client to achieve two objectives:

+ Support multiple matching rules for same type of data
¢ Include DN elements in the search criteria
The DN specification allows matching on specific elements of the DN.

eDirectory 8.7.3 and later versions support the extensible match filter for matching on the DN
attributes. The other elements of the extensible match search filter, namely the matching rule, are
treated as undefined and ignored. The DN matching allows an LDAP client to drastically reduce the
searches required to locate an object in an eDirectory tree. For example, a complex LDAP search
filter such as

(&(ou: dn: =sal es) (obj ect cl ass=user))

would let you have a listing of all the User objects in the sales function (that is, anywhere under the
sales containers).

Usage Examples

The following are examples of the string representations of extensible match search filter that are
supported in eDirectory 8.7.3 and later versions.

(o0:dn: =Ace I ndustry)

This example illustrates the use of the : dn notation. The attributes of an entry’s distinguished name
should be considered part of the entry when evaluating the match. It denotes an equality match.

(:dn:2.4.8.10: =Di no)

This example is a filter that should be applied to any attribute of an entry. Attributes contained in the
DN with the matching rule 2.4.8.10 should also be considered.

The following are some examples of the string representation of extensible match search filter that
are not supported in eDirectory 8.7.3 and later versions:

(cn:1.2.3.4.5:=John Smth)

This example illustrates a filter that specifies the attributes type cn and value John Smith. It mandates
that the match should be performed by the directory server according to the matching rule identified
by the oid 1.2.3.4.5.

(sn:dn: 2.4.6.8.10: =Bar bara Jones)

This example illustrates the use of the : dn notation to indicate that matching rule 2.4.6.8.10 should be
used when making comparisons, and that the attributes of an entry’s distinguished name should be
considered part of the entry when evaluating the match.
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LDAP Transactions

eDirectory LDAP server supports clubbing of multiple update operations into a single atomic
operation - also called a transaction. The support for transactions over LDAP in eDirectory is based
on two Internet specifications — “LDAP Transactions” (http://www.watersprings.org/pub/id/draft-
zeilenga-ldap-txn-05.txt) and “LDAP: Grouping of Related Operations” (http://www.watersprings.org/
pub/id/draft-zeilenga-ldap-grouping-05.txt).

LDAP transactions allow an LDAP application to send several LDAP update operations (add, modify,
delete, rename) as a group and then commit or abort this whole group of operations.

There are few entities which figure in the context of LDAP transactions:

+ CreateGroupingRequest ( 2.16.840.1.113719.1.27.103.1 ) — This is LDAP extended operation
which allows grouping of related operations. The extended operation carries a value —
createGroupType which identifies the type of grouping requested. For LDAP transactions, the
grouping type is transactionGroupingType. ( 2.16.840.1.113719.1.27.103.8)

+ CreateGroupingResponse ( 2.16.840.1.113719.1.27.103.1 ) — This is the response of the LDAP
server to the createGroupingRequest and contains 2 response fields — groupCookie and an
optional createGroupValue.

+ GroupingControl (2.16.840.1.113719.1.27.103.7 ) - This is used to indicate association of an
operation to a grouping via the groupCookie which is the value carried by this control.

+ EndGroupingRequest ( 2.16.840.1.113719.1.27.103.2 ) — This is another LDAP extended
operation used to indicate the end of a grouping Request. In case of LDAP transactions, this
indicates the settling of the transaction — resulting in a commit or an abort of the transaction.

¢ EndGroupingResponse ( 2.16.840.1.113719.1.27.103.2 ) — This is the response of the LDAP
server to the endGroupingResponse indicating either success or otherwise to the LDAP client.

Following is the sequence of requests and responses exchanged between the LDAP server and the
LDAP client in an LDAP transaction:

+ [f a client wants to send a number of LDAP operations to be processed by a server in an atomic
operation, i.e., transaction, it should first send a createGroupingRequest, with a
createGroupType of transactionGroupingType and no createGroupValue.

+ |f the eDirectory server is capable of handling transactions, it sends back a success result code,
with a groupingCookie, which uniquely identifies the grouping requested by the client. Otherwise,
the server shall return a non-successful result code indicating the reason for the failure to the
client.

+ |f the client receives success result code from the server, it then attaches a GroupingControl,
which includes the groupingCookie returned by the server, to subsequent update operations to
indicate that they are to be processed as part of a single transaction. If the server is willing and
able to process the update operation as part of the transaction, the server shall return success
and put this request in a queue. If the server is unwilling or unable to process the update
operation as part of the transaction, the server shall return a non-successful result code
indicating the reason for the failure to the client.

+ After the client has sent all the update operations accompanied by the grouping control to the
server, the client sends an endGroupingRequest with the groupingCookie to the server to
indicate that it wants to settle the transaction. The absence of endGroupValue indicates a
commit request where as presence of an empty endGroupValue indicates abort request.
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+ The server applies all the pending operations in one transaction. If it succeeds, it shall return
success. Otherwise, it shall return a non-successful result code.

+ [f at any time during the above exchange between the client and server, the server is unwilling or
unable to continue the specification of a transaction, the server issues an endGroupingNotice (
2.16.840.1.113719.1.27.103.4 ). Subsequent use of cookie by the client shall result in a
response containing a non-success result code.

The support for LDAP transactions is indicated by the presence of the transactionGroupingType in
the supportedGroupingTypes attribute of the rootDSE entry.

The LDAP transaction implementation in eDirectory is based on a dated version of the LDAP
transaction specification. The latest revision of the LDAP transactions draft as of this writing is
available at “Lightweight Directory Access Protocol (LDAP) Transactions” (http://tools.ietf.org/html/
rfc5805).

Limitations

The LDAP transactions feature has the following limitations:
+ All the objects affected by the operations grouped as a transaction need to be hosted locally on
the server. None of these operations should require the LDAP server to chain to another server.

+ Schema modifications and Modify DN operation (Subtree move?) is not allowed to be grouped in
an LDAP transaction.

+ Passwords and attributes with stream syntax cannot be added as part of an LDAP transaction.
+ Nesting of one transaction within another is not supported.
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Configuring LDAP Services for NetlQ
eDirectory

The eDirectory installation program automatically installs LDAP Services for NetlQ eDirectory. For
information on installing eDirectory, see the NetlQ eDirectory Installation Guide.

This chapter explains the following:

+ “Loading and Unloading LDAP Services for eDirectory” on page 363
+ “Verifying That the LDAP Server Is Loaded” on page 364

+ “Verifying That the LDAP Server Is Running” on page 365

+ “Preventing POODLE Attack by Disabling SSLv3” on page 366

+ “Configuring LDAP Objects” on page 367

+ “Refreshing the LDAP Server” on page 378

+ “Authentication and Security” on page 379

+ “Using the LDAP Server to Search the Directory” on page 387

+ “Configuring for Superior Referrals” on page 396

+ “Persistent Search: Configuring for eDirectory Events” on page 400
+ “Getting Information about the LDAP Server” on page 402

+ “Configuring Generalized Time Support” on page 404

+ “Configuring Permissive Modify Control” on page 404

+ “Proxied Authorization Control” on page 404

+ “Auditing LDAP Events” on page 405

For information on LDAP tools, see the LDAP Tools NDK (http://developer.novell.com/documentation/
cldap/Itoolenu/data/hevgtl7k.html).

Loading and Unloading LDAP Services for eDirectory

To load LDAP Services for eDirectory, enter the following commands:

Server Command
Windows In the DHost (NDSCONS) screen, click nldap.dim > Start.
Linux At the Linux prompt, enter:

[ opt/novel | / eDirectory/shin/nldap -1

To unload LDAP Services for eDirectory, enter the following commands:

Server Command

Windows In the DHost (NDSCONS) screen, click nldap.dim > Stop.
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Server Command

Linux In the DHost remote management page, to unload LDAP, click the LDAP v3 for
NetlQ eDirectory action icon to stop.

or
At the Linux prompt, enter:

/opt/novel | /eDirectory/sbin/nldap -u

Verifying That the LDAP Server Is Loaded

Before configuring LDAP objects, verify that the LDAP server is loaded and functional. This section
explains how to verify that the LDAP server is loaded. To verify that the server is running and
functional, see “Verifying That the LDAP Server Is Running” on page 365.

On Windows

1 On a Windows server, open ndscons. exe.
Click Start > Settings > Control Panel > NetlQ eDirectory Services.
2 On the Services tab, scroll to nidap.dim, then view the Status column.

The column displays Running.

You can also use NetlQ iManager.

1 Click the Roles and Tasks button @
2 Click eDirectory Maintenance > Service Manager.
3 Select a connection, server, or DNS name or IP address, then click OK.
4 Provide your password, then click OK.
5 Click LDAP Agent for NetlQ eDirectory 9.0.
The Module Information section displays nl dap. nl min the filename field.

On Linux
To verify if the LDAP Server is running, run the following command:
ndstrace -c nodules | grep nldap

If the LDAP server is not loaded or running, an error appears stating that the nldap module is not
loaded.

You can also use the following options:

+ To check if LDAP server is running and listening on the SSL port, run the nl dap -s command.
+ To check if LDAP server is running and listening on the TCL port, run the nl dap - ¢ command.
These will list all the instances of eDirectory running with out any error. If the LDAP server is not

loaded and not listening on either of the ports, the above commands display the error -255 (ensure
that LDAP Server is running).
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Verifying That the LDAP Server Is Running

After the LDAP server is loaded, verify that it is running. Then verify that a device is listening.

+ “Scenarios” on page 365
+ “Verifying That The LDAP Server Is Running” on page 365
+ “Verifying That A Device Is Listening” on page 366

Scenarios

Typically, the LDAP server runs as soon as it is loaded. However, either of two scenarios can prevent
the server from running properly.

Scenario: The Server Is in a Zombie State. The LDAP server loads as long as the DHost Loaders
can resolve external dependencies. However, the LDAP server doesn’t run properly until it can get a
valid configuration from the two configuration objects (the LDAP Server and LDAP Group objects).

While the LDAP server is in a loaded-but-not-running (zombie) state, it periodically tries to find and
read the configuration objects. If the objects are misconfigured or corrupted, the LDAP server stays in
the zombie state until the server (nl dap. nl m nl dap. dl m I'i bnl dap. so, orli bnl dap. sl)is
unloaded or taken down.

The Loaders show that the LDAP server is loaded, but no LDAP ports (389, 636) are opened by
nl dap. nl m(or nl dap. dl m | i bnl dap. so, or |'i bnl dap. sl ). Also, no LDAP client requests are
serviced.

DSTrace messages will show the periodic attempts and the reason why the server cannot come up to
the running state.

Scenario: Denial of Service . At Digital Airlines, the server is processing a very long (20 minutes or
more) search operation. The search is, in effect, looking for a needle in a haystack.

During this search, Henri does one of the following:

+ Changes a configuration parameter and updates a configuration object.

+ Clicks Refresh Server Now.

¢ Unloads the LDAP server (nl dap. nl m nl dap. dl m |'i bnl dap. so, or | i bnl dap. sl ).

+ Tries to take the entire server down.
The LDAP server waits until all current operations complete before applying any new update. The
server also postpones new operations from running until the update is complete. This delay can

cause the server to appear to stop responding to new requests until the search is done and the server
can refresh itself. Or the server appears to hang during the unload.

If the search request is long but has many hits, and Henri unloads the LDAP server, it aborts the
search and quickly unloads when the next hit is returned to the client. However, if the search request
has only one or no hits in 20 minutes, the LDAP server isn't able to abandon the NDS® or eDirectory
request in progress.

For a refresh or update, the search will not be aborted even if it has many hits to return to the client.

Verifying That The LDAP Server Is Running

To verify that the LDAP service is running, use the NetlQ Import Conversion Export Utility (ICE). At a
workstation, run i ce. exe or use NetlQ iManager.
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Using NetlQ iManager

To verify that the LDAP server is functional by using NetlQ iManager, follow steps in “Exporting Data
to a File” on page 158.

If you enter an IP address and a port number and then get a connection, the server is functional.
Otherwise, you receive an error message. Download (view) either the log file or the export file.

Verifying That A Device Is Listening

Verify that a device is listening on port 389.

1 At the command line, enter
netstat -a
2 Find a line where the local address is ser ver nane: 389 and the state is LI STENI NG.

If one of the following situations occurs, run NetlQ iMonitor:

+ You are unable to get information from the ICE utility
+ You are uncertain that the LDAP server is handling LDAP requests

For information on NetlQ iMonitor, see “Configuration Files” on page 230 and “Configuring Trace
Settings” on page 238.

For information on LDAP requests, see “Communicating with eDirectory through LDAP” in the NetlQ
eDirectory Installation Guide.

Preventing POODLE Attack by Disabling SSLv3

If your eDirectory uses LDAPS protocol with SSLv3 for a secure communication, be aware that
SSLv3 is vulnerable to POODLE attack as per CVE-2014-3566.

By default, eDirectory runs in FIPS mode and does not allow communication over SSLv3. See
Configuring eDirectory in FIPS Mode for more information. If you disable FIPS mode for TLS on your
eDirectory server, you may want to disable SSLv3 for LDAP using the following procedure:

Workaround:
1 Download and install the latest iManager plug-in for eDirectory from the NetlQ Downloads Web
site (https://dl.netiq.com/index.jsp).
Launch iManager and click Roles and Tasks.
Click LDAP>LDAP Options>View LDAP Server and select LDAP Server.
Click the Connections tab.
Enable the Disable SSLv3 and click Apply.

a b~ W N

NOTE: In a non-English environment, you cannot access the Disable SSLv3 option. To access
this option, change the preferred display language to English.

6 Unload and load the LDAP Services for eDirectory.
For more information, see Loading and Unloading LDAP Services for eDirectory.
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Configuring LDAP Objects

An eDirectory installation creates an LDAP server object and an LDAP Group object. The default
configuration for LDAP Services is located in the directory on these two objects. You can modify the
default configuration by using the LDAP Management task in NetlQ iManager.

The LDAP server object represents server-specific configuration data.

The LDAP Group object contains configuration information that can be conveniently shared among
multiple LDAP servers. This object provides common configuration data and represents a group of
LDAP servers. The servers have common data.

You can associate multiple LDAP server objects with one LDAP Group object. All the associated
LDAP servers then get their server-specific configuration from their LDAP server object but get
common or shared information from the LDAP Group object.

By default, the eDirectory installation program installs a single LDAP Group object and a single LDAP
server object for each nl dap. nl mor nl dap. dl m Later, you can associate multiple LDAP server
objects with a single LDAP Group object.

IMPORTANT: Although it is possible to associate newer versions of an LDAP server object with older
versions of LDAP Group objects, we recommend that you don't mix versions. For example, avoid
associating an LDAP Group object in eDirectory 8.7.3 SP9 with an LDAP server object in eDirectory
9.0.

The amount of common information held in an LDAP Group object is limited. LDAP doesn’t need to
read many attributes because the data contained in the attributes is incredibly common. Many LDAP
servers will need to use the same data. Without a common or shared Group object, you would have
to replicate that data across each LDAP server.

The LDAP server object allows more server-specific configuration options and data than the LDAP
Group object allows.

Both objects have DN-syntax attributes that point to each other.

An additional association must be made so that the LDAP server can find its configuration data. This
association is through the NCP™ server, which holds the customary eDirectory configuration data.
The eDirectory installation program automatically makes the association.

Every eDirectory server has an NCP Server object. In the following figure, server Lundi illustrates this
object as displayed in iManager:

&4 admin

& NISUser

b UMD Backup Queus
ADMIM_LUNDI
LUNDI_SYS

&2 LUMDI-PS

2 Movell+MetWare 6 Sery..
MLE_LSP_LUNDI

= 5AS Service - LUNDI

This object has an LDAP Server attribute, which points to the LDAP server object for a particular host
eDirectory server. The following figure illustrates this attribute:
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Modify Object: [l server1-2000-MD5 Edit Attribute

General

Operator | Index Management | LDAF server:

[LDAP Server - Server1-2000-NDS. novell

Identification | 5ee Also | Other

Valued Attributes

DS Revision
emboxCanfig
GUID
httpServerDM
indexDefinition
languageld
LDAP Serer

Typically, the LDAP server object, the LDAP Group object, and the NCP Server object are located in
the same container. You name this container during the eDirectory installation, when you name the
server and Admin context.

If you move the LDAP server object, you must place it in a writable replica.

Configuring LDAP Server and LDAP Group Objects on
Linux

The LDAP configuration utility is Idapconfig. You can use Idapconfig on Linux, systems to modify,
view, and refresh the attributes of LDAP server and LDAP Group objects.

Use the following syntax to view LDAP attribute values on Linux, systems:

| dapconfig get [...] | set attribute-value-list [-t treename | -p hostnane[: port]]
[-w password] [-a user FDN] [-f]

| dapconfig [-t tree_nanme | -p host_nane[:port]] [-w password] [-a user FDN] [-V] [-
Rl [-H [-f] -v attribute,attribute2...

Use the following syntax to modify values of LDAP attributes on Linux:

| dapconfig [-t tree_nane | -p host_nane[:port]] [-w password] [-a admin_FDN] -s
attribute=val ue, ...

Parameter Description

-t treenane Name of the eDirectory tree where the component will be installed.

-p host nane The name of the host. You could specify the DNS name or IP address
also.

-wW The password of the user having administration rights.

-a The fully distinguished name of the user having administration rights. For
example:

cn=user.o=orgl

get | -V Lets you view all LDAP server/group attributes.
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Parameter Description

get | -v attribute Displays the current values of the attributes in the attribute list.
l'ist
set | -s attribute- Sets the attributes to the specified values.

val ue pairs

-V Lets you view the value of the LDAP attribute.

-s Sets a value for an attribute of the installed components.

-R Refreshes the LDAP server.

-V Lets you view the current LDAP configuration settings.

-H Lets you view the usage and help strings.

-f Allows operations on a filtered replica.

attribute A configurable LDAP server or group attribute name. For more

information, see “Attributes on the LDAP Server Object” on page 369 and
“Attributes on the LDAP Group Object” on page 376.

Examples

To view the value of the attribute in the attribute list, enter the following command:

| dapconfig [-t tree_nanme | -p host_nane[:port]]

[-w password] [-a user _FDN] -v "Require TLS for sinple binds with

password", "searchTineLimt"

To configure the LDAP TCP port number and search size limit to 1000, enter the following command:
| dapconfig [-t tree_nane | -p host_nane[:port]]

[-w password] [-a adm n_FDN] -s "LDAP TCP Port=389", "searchSi zeLi m t =1000"

Attributes on the LDAP Server Object

Use the LDAP server object to set up and manage the NetlQ LDAP server properties.

The following table provides a description of the LDAP server attributes:

Attribute Description

LDAP Server The fully distinguished name of the LDAP server object in eDirectory.

LDAP Host Server The fully distinguished name of the host eDirectory server that the LDAP server
runs on.

LDAP Group The LDAP Group object in eDirectory that this LDAP server is a member of.

LDAP Server Bind Limit The number of clients that can simultaneously bind to the LDAP server. A value

of 0 (zero) indicates no limit.

LDAP Server Idle Timeout The period of inactivity from a client after which LDAP server terminates the
connection with this client. A value of 0 (zero) indicates no limit.

LDAP Enable TCP This option is deprecated. It is available through Idapinterfaces.

For more information, see “IdapInterfaces” on page 373.
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Attribute

Description

LDAP Enable TLS

LDAP TCP Port

LDAP TLS Port

keyMaterialName

searchSizeLimit

searchTimeLimit

filteredReplicaUsage

sslEnableMutualAuthenticati
on

IdapTLSVerifyClientCertificat
e

IdapNonStdAllUserAttrsMod
e

This option has been deprecated. However, it is available through
Idaplinterfaces.

For more information, see “IdapInterfaces” on page 373.

This option has been deprecated. However, it is available through
Idapinterfaces.

For more information, see “Idapinterfaces” on page 373.

This option has been deprecated. However, it is available through
Idapinterfaces.

For more information, see “Idapinterfaces” on page 373.

The name of the Certificate object in eDirectory that is associated with this LDAP
server and will be used for SSL LDAP connections.

The maximum number of entries that the LDAP server will return to an LDAP
client in response to a search. A value of 0 (zero) indicates no limit.

If the user has the administrator rights on the LDAP server object, the
searchSizeLimit value is not considered.

The maximum number of seconds after which an LDAP search will be timed out
by the LDAP server. A value of 0 (zero) indicates no limit.

If the user has the administrator rights on the LDAP server object, the
searchTimeLimit value is not considered.

Specifies whether the LDAP server should use a filtered replica for an LDAP
search.

Values=1 (use filtered replica), 0 (do not use filtered replica)

Specifies whether SSL-based mutual authentication (Certificate-based client
authentication) is enabled on the LDAP server.

Enables or disables verification of the client certificate for a TLS operation
through LDAP.

Enables or disables the non standard, all user, and operational attributes.
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Attribute Description

IdapBindRestrictions Enables LDAP bind restrictions and cipher level on LDAP client
connections.This attribute can be used to control client connections. You can set
any of the following seven LDAP bind restrictions using iManager:

* NONE: This is enabled by default. This option enables both anonymous
simple bind and non-anonymous simple bind. The value of this option is O.

+ Disallows anonymous simple bind: Set the value to 1 to disable the
anonymous simple bind. Non-anonymous simple bind will be enabled.

+ Disallows non-anonymous simple bind: Set the value to 2 to disable
non-anonymous simple bind.

+ Disallows anonymous simple bind and non-anonymous simple bind:

Set the value to 3 to disable anonymous simple bind and non-anonymous
simple bind.

NOTE: Disabling non-anonymous simple bind will enforce appropriate
grace login limits.

+ Disallows unauthenticated bind: Set the value to 4 to disable simple
bind with no password.

+ Disallows anonymous and unauthenticated bind: Set the value to 5 to
disable anonymous simple bind and unauthenticated bind.

+ Disallows non-anonymous simple bind and unauthenticated bind:

Set the value to 6 to disable non-anonymous simple bind and
unauthenticated bind. Anonymous simple bind will be enabled in this
scenario.

+ Disallows anonymous simple bind, non-anonymous simple bind and
unauthenticated bind: Set the value to 7 to disable anonymous simple
bind, non-anonymous simple bind and unauthenticated bind.

NOTE: The value from 4 to 7 can be set from the | dapconf i g utility. iManager
doesn't allow to set this value. For more information, see Table 14-1.

For RSA and Elliptic Curve Digital Signature (ECDSA) algorithms, eDirectory
allows you to use the following values to restrict the cipher usage:
+ RSA: Use the following values:

+ High Cipher (greater than 128-bit): Set the value to 48 to specify
the use of a cipher level larger than 128-bit encryption and some
cipher suites with 128-bit keys.

* Medium Cipher: Set the value to 32 to specify the use of cipher level
of 128-bit encryption.

¢ Low Cipher: Set the value to 16 to specify the use of 64 or 56-bit
encryption excluding export cipher suites.

+ Export: Specifies the use of a cipher level including 40 and 56-bit
encryption.Value 0.

The default is High with a cipher level larger than 128-bit encryption.

NOTE: If FIPS mode is enabled for TLS, eDirectory ignores the cipher
configuration and allows only High ciphers.
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Attribute Description

Suite B Mode: Use the following values:

+ Suite B Cipher (128-bit): Set value to 64 to enable Suite B mode
operation by using 128-bit level of security. When you select this option,
eDirectory permits both 128-bit and 192-bit level of security by peers (any
LDAP clients). You can use either ECDSA 256 or ECDSA 384 certificate
with this option.

+ Use Suite B Cipher (128-bit only): Set value to 80 to enable Suite B
mode operation by using 128-bit level of security. When you select this
option, eDirectory does not allow 192-bit level of security by peers (any
LDAP clients). You can only use ECDSA 256 certificate with this option.

+ Use Suite B Cipher (192-bit): Set value to 96 to enable Suite B mode
operation by using 192-bit level of security. When you select this option,
eDirectory permits only 192-hit level of security by peers (any LDAP
clients). You can only use ECDSA 384 certificate with this option.

eDirectory allows you to use combination values of | dapbi ndrestrictions
and cipher levels. For more information, see Table 14-1.

IdapChainSecureRequired  This is a boolean attribute. If enabled, chaining to other eDirectory will be over
secure NCP. By default, IdapChainSecureRequired is disabled.
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Attribute Description

Idapinterfaces A multi-valued SYN_CI_STRING attribute used to store LDAP URLs on which
LDAP server listens (on both cleartext and secure ports). This attribute is useful
in configuring multiple instances that require each instance of the eDirectory
server to listen on a specific interface. It can be configured with the IP addresses
and port numbers in the LDAP URL format.The LDAP server listens on these IP
addresses and ports.

The following are examples for IPv4 and IPv6 listeners.

| dap://192.168.1.1:389 - To specify for | Pv4 specific address on
clear text port

| daps://192.168.2.1:636 - To specify for | Pv4d specific address on
secure port

| dap://[2015::3]:389 - To specify for I Pv6 specific address on
clear text port

| daps://[2015::3]:636 - To specify for |Pv6 specific address on
secure port

I dap://[::]1:389 - To specify for I Pv6 unspecified address on cl ear
text port

| daps://[::]:636 - To specify for |IPv6 unspecified address on
secure port

The LDAP Enable TCP, LDAP Enable TLS, LDAP TCP Port, and LDAP TLS
Port attributes are not populated if a new server is configured from eDirectory
9.0. The | dapl nt er f ace atrribute values corresponding to the ports selected
for Idap and Idaps during configuration are populated. For example, Idap://:389,
Idaps://:636. By default, only IPv4 interface values are added to the
Idapinterfaces attribute.

During upgrade, eDirectory is triggered to delete the LDAP Enable TCP, LDAP
Enable TLS, LDAP TCP Port, LDAP TLS Port attributes. It populates
corresponding values of these attributes in | dapl nt er f ace. The | dapconfi g
set command takes comma separated values and replaces all the existing
values with the new values.

IdapStdCompliance eDirectory LDAP server by default does not return the sub-ordinate referrals for
ONE level search. To enable this, you need to turn on | dapSt dConpl i ance
with a value 1. Setting this value will make the LDAP server return the sub-
ordinate referrals for ONE level search.

IdapChainSecureRequired  This is a boolean attribute. If this is enabled, the chaining to other eDirectory will
be over secure NCP. By default, the attribute will be disabled.

IdapEnablePSearch Specifies whether or not the persistent search feature is enabled on the LDAP
server.

Values= yes, no

IdapMaximumPSearchOpera An integer value that limits the number of concurrent persistent search
tions operations possible. A value of 0 specifies unlimited search operations.
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Attribute Description

IdaplgnorePSearchLimitsFor Indicates whether size and time limits should be ignored after the persistent
Events search request has sent the initial result set.

Values= yes, no

If this attribute is set to false, the entire persistent search operation is subject to
the search limits. If either limit is reached, the search fails with the appropriate
error message.

IdapGeneralizedTime Enable Generalized Time to display time in the YYYYMMDDHHmMmMSS.0Z
format.

Values= yes, no

IdapPermissiveModify Enable Permissive Modify Control to extend the LDAP modify operation. If an
attempt is made to delete an attribute that does not exist or to add any value to
an attribute that already exists, the operation goes through without displaying
any error message

Values= yes, no

IdapSSLConfig This attribute allows you to define the TLS protocols and Ciphers in the LDAP
server and the group object. By default, this attribute is disabled. This
configuration attribute follows the following order of precedence:

* Presence of | dapSSLConf i g attribute value on the LDAP server object

+ Presence of | dapSSLConfi g attribute value on the LDAP group object

If no protocol and cipher is defined using this attribute, the default configuration
specified in the | dapBi ndRestri cti ons is followed. For more information, see
“Configuring Protocols and Ciphers Using IdapSSLConfig Attribute” on

page 377.

NOTE: | dapSSLConf i g attribute is available from eDirectory 9.0 SP2 onwards.

Table 14-1 Combination Values of Idapbindrestrictions and Cipher Levels

Idapbindrestriction Certificate Cipher Level Combination
Value
None RSA Export 0
RSA High 48
RSA Medium 32
RSA Low 16
ECDSA 256/384 SUITEB128 64
ECDSA 256 SUITEB1280ONLY 80
ECDSA 384 SUITEB192 96
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Idapbindrestriction Certificate Cipher Level Combination
Value
Disallows anonymous simple bind RSA Export 1
RSA High 49
RSA Medium 33
RSA Low 17
ECDSA 256/384 SUITEB128 65
ECDSA 256 SUITEB1280ONLY 81
ECDSA 384 SUITEB192 97
Disallow local bind RSA Export 2
RSA High 50
RSA Medium 34
RSA Low 18
ECDSA 256/384 SUITEB128 66
ECDSA 256 SUITEB1280ONLY 82
ECDSA 384 SUITEB192 98
Disallow anonymous simple bind and RSA Export 3
unbind
RSA High 51
RSA Medium 35
RSA Low 19
ECDSA 256/384 SUITEB128 67
ECDSA 256 SUITEB1280ONLY 83
ECDSA 384 SUITEB192 99
Disallows unauthenticated bind RSA Export 4
RSA High 52
RSA Medium 36
RSA Low 20
ECDSA 256/384 SUITEB128 68
ECDSA 256 SUITEB1280ONLY 84
ECDSA 384 SUITEB192 100
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Idapbindrestriction Certificate Cipher Level Combination

Value
Disallows anonymous and RSA Export 5
unauthenticated bind
RSA High 53
RSA Medium 37
RSA Low 21
ECDSA 256/384 SUITEB128 69
ECDSA 256 SUITEB1280ONLY 85
ECDSA 384 SUITEB192 101
Disallows non-anonymous simple bind RSA Export 6
and unauthenticated bind
RSA High 54
RSA Medium 38
RSA Low 22
ECDSA 256/384 SUITEB128 70
ECDSA 256 SUITEB1280ONLY 86
ECDSA 384 SUITEB192 102
Disallows anonymous simple bind, non- RSA Export 7
anonymous simple bind and
unauthenticated bind RSA High 55
RSA Medium 39
RSA Low 23
ECDSA 256/384 SUITEB128 71
ECDSA 256 SUITEB1280ONLY 87
ECDSA 384 SUITEB192 103

Attributes on the LDAP Group Object

Use the LDAP Group object to set up and manage the way LDAP clients access and use the
information on the NetlQ LDAP server.

To require TLS for simple binds, see “Requiring TLS for Simple Binds with Passwords” on page 380.
This attribute specifies whether the LDAP server allows transmission of passwords in clear text from
an LDAP client. Values=0 (no) or 1 (yes).

To specify a default referral, referralincludeFilter, referralExludeFilter and how LDAP servers process
LDAP referrals, see “Using Referrals” on page 388.

To specify the TLS protocols and Ciphers, you can use the | dapSSLConf i g attribute. For more
information, see “Configuring Protocols and Ciphers Using IdapSSLConfig Attribute” on page 377.
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Configuring Protocols and Ciphers Using ldapSSLConfig
Attribute

eDirectory allows you to define various TLS parameters and Ciphers required for TLS communication
of LDAP server.

You can specify the protocol and ciphers in JSON format in the IdapSSLConf i g attribute for both
LDAP server and group object. For example, you can define the protocols and ciphers as mentioned
in the below JSON format:

{
"Version": 1,
"Info": {
"Protocol": "+ALL-SSLv3",
"Ci phers": "ECDHE- ECDSA- AES128- GCM SHA256: ECDHE- ECDSA- AES256- GCM SHA384"
}
}

NOTE: If you specify incorrect information in the | dapSSLConf i g attribute, the default configuration
specified in the | dapBi ndRestri cti ons will be followed.

Configuring Ciphers

You can configure your own list of ciphers using the OpenSSL Cipher List Format. The following
examples illustrate the use of Cipher list format that are used during TLS communication of LDAP
server:

+ For RSA certificates: ! CAVELLI A: ! DH: ! SRP: | MD5: Hl GH+aRSA

+ For ECDSA certificates: H GH+aECDSA

+ For Suite B 128-bit compliant cipher suite with ECDSA certificates: ECDHE- ECDSA- AES256- GCCMt
SHA384: ECDHE- ECDSA- AES128- GCM SHA256

+ For Suite B 192-bit compliant cipher suite with ECDSA certificates: ECDHE- ECDSA- AES128- GCM
SHA256

For more information on Cipher List Format, refer to the OpenSSL Ciphers (https://www.openssl.org/
docs/manl.0.2/apps/ciphers.html) documentation.

Configuring Protocols

eDirectory gives you the flexibility to configure the list of protocols required during the TLS
communication. To control the list of protocols, define the required protocol in JSON format in the
| dapSSLConf i g attribute. You can configure the following protocol strings:

¢ SSLv3

¢ TLSv1.0

¢ TLSv1.l1

* TLSv1.2

¢ ALL

Each protocol string should be preceded by a “+” or a “-” symbol. The “+” symbol indicates that the
protocol string(s) are allowed and the “-” symbol indicates that the protocol string(s) are not allowed
by eDirectory. The following table lists a few TLS protocol configurations:
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Protocol Configuration Description

+TLSv1. 2 Allows only TLSv1.2

+ALL- TLSv1.0 Allows all except TLSv1.0

+ALL- TLSv1. 2- TLSv1. 1 Allows SSLv3 and TLSv1.0

+ALL Allows SSLv3, TLSv1.0, TLSv1.1, TLSv1.2

NOTE: A protocol can only be preceded by “-” symbol when +ALL is specified.

Examples:

Configuring Protocols and Ciphers in Suite B Compliant Mode

{
"Version": 1,
"Info": {
"Protocol": "+TLSv1.2",
"Ci phers": "ECDHE- ECDSA- AES128- GCM SHA256: ECDHE- ECDSA- AES256- GCM SHA384"

}

In the above example, protocol is defined as +TLSv1. 2 in JSON format. Only TLSv1. 2 is a supported
protocol for Suite B compliant mode.

Configuring Protocols and Ciphers in Non-Suite B Compliant Mode

{
"Version": 1,
"Info": {
"Protocol ": "+ALL-SSLv3",
"Ci phers": "H GHaECDSA"

}

In the above example, protocol is defined as +ALL- SSLv3 in JSON format which means all supported
protocols except SSLv3 are allowed during TLS communication.

Refreshing the LDAP Server

After you change a configuration option or setting on an LDAP server, you must refresh the server so
that the changes can take effect.

However, you can't refresh the server while LDAP requests are being serviced. For example, if an
operation requires a 15-minute walk of the eDirectory tree, the refresh won't occur until after that
operation is complete.

Similarly, you can't take the LDAP server down while LDAP server threads are at work.

When a refresh is scheduled to occur, the LDAP server delays new LDAP requests from starting until
after the refresh occurs.
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By default, at 30-minute intervals the LDAP server checks the time stamps on the LDAP Server
object and the LDAP Group object for changes to settings. If settings have changed, the server then
implements the changes.

If the server discovers that time stamps on the settings have not changed, no refresh occurs. If you
force a refresh, the server ignores time stamps and makes the changes.

To refresh the LDAP server, do one of the following:

*

Use iManager.

1. On the Roles and Tasks page, click LDAP > LDAP Options > View LDAP Servers.
2. Click the LDAP server, then click Refresh.

Wait for the server to reconfigure itself at the refresh interval.

Unload and then reload nl dap. nl m

You don't have to unload any prerequisite NLM programs before unloading nl dap. nl m
N dap. nl munloads and then reloads dependent NLM programs.

At the command line, change the refresh interval.

This option might be useful if you have WAN links that are not up continuously. You can
temporarily make the server's heartbeat longer or shorter, as needed.

This change is not persistent. You must re-enter the command each time that you load
nl dap. nl m

At the server console, enter
Idap refresh [=] [date][tine][interval]

+ The format for the date variable is mm:dd:yyyy. If you enter zeros for all date fields, the
current date is used.

+ The format for the time variable is hh:mm:ss. If you enter zeros for all time fields, the current

time is used.

+ The format for the interval variable is O or between 1 and 2147483647 minutes. If you enter

zero, the default of 30 minutes is used.

You can add this command to the aut oexec. ncf file in the sys: \ syst emdirectory. Place the
command after the line that loads nl dap. nl m

Authentication and Security

This section contains information on the following:

*

*

“Requiring TLS for Simple Binds with Passwords” on page 380
“Starting and Stopping TLS” on page 380

“Configuring the Server for TLS” on page 381

“Configuring the Client for TLS” on page 382

“Exporting the Trusted Root” on page 383

“Authenticating with a Client Certificate” on page 383

“Using Certificate Authorities from Third-Party Providers” on page 383
“Creating and Using LDAP Proxy Users” on page 384

“Using SASL” on page 385

“Using NMAS Based Logins for LDAP Authentication” on page 387
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Requiring TLS for Simple Binds with Passwords

Secure Socket Layer (SSL) 3.1 was released through Netscape. IETF took ownership for that
standard by implementing Transport Layer Security (TLS) 1.0. TLS 1.0 has backward compatibility
with SSLv2 and v3.

TLS allows for connections to be encrypted in the Session layer. The encrypted port doesn’t have to
be used to get a TLS connection. There's another way: port 636 is the implied TLS port and the LDAP
server automatically starts a TLS session when a client connects to the secure port.

A client can also connect to the clear-text port and later use TLS to upgrade the connection to an
encrypted connection.

To require TLS for simple binds with passwords:

1 In NetlQ iManager, click the Roles and Tasks button .

2 Click LDAP > LDAP Options > View LDAP Groups.

3 Click the LDAP Group object, then click Information on the General tab.
4 Check the Require TLS for Simple Binds with Passwords check box.

LDAP Group: (E LDAP Group - LUNDI L AKRANES

General

Information | Referrals | Attribute Map | Clazs Map

Authentication Options
Praozay user:

!
I Require TLS for Simple Binds with Password

5 Click Apply, then click OK.

Starting and Stopping TLS

The extended LDAP operation STARTTLS enables you to upgrade from a clear connection to an
encrypted connection. This upgrade was new to eDirectory 8.7.

When you use the encrypted connection, the entire packet is encrypted. Therefore, sniffers are
unable to diagnose data sent across the network.

Scenario: Using STARTTLS— You create a clear connection (to port 389) and do some anonymous
searches. However, when you get into secure data, you prefer to start a TLS session. You issue a
STARTTLS extended operation to upgrade from a clear connection to an encrypted connection. Your
data is secure.

You stop TLS to turn an encrypted session into a clear connection. A clear connection requires less
overhead because data to and from the client is not encrypted and decrypted. Therefore, data moves
faster when you use a clear connection. At this point, the connection is downgraded to Anonymous.
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When you authenticate, you use the LDAP Bind operation. Bind establishes your ID based on your
provided credentials. When you stop TLS, the LDAP service removes any authentication previously
established. Your authentication state changes to Anonymous. Therefore, if you want a state other
than Anonymous you must reauthenticate.

Scenario: Reauthenticating— Henri runs STOPTLS. His status changes to Anonymous. To access
and use his files on the Net, Henri runs the Bind command, provides his login credentials, is
authenticated, and continues working in clear text on the Internet.

Configuring the Server for TLS

When a TLS session is instantiated, a handshake occurs. The server and the client exchange data.
The server determines how the handshake occurs. To establish that the server is legitimate, the
server always sends the server's certificate to the client. This handshake guarantees to the client that
the server is indeed the expected server.

To require that the client also establish legitimacy, you set a value on the server. This attribute is
l[dapTLSVerifyClientCertificate.

Value Description

0 Off. During a handshake, the server provides a certificate to the client. The server
never requires the client to send a certificate. The client can use or ignore the
certificate. A secure session is established.

1 During the handshake, the server provides a certificate to the client and requests a
certificate from the client. The client can choose to send its certificate back. The client's
certificate is validated. If the server cannot validate the client's certificate, the
connection is terminated.

If the client doesn’t send a certificate, the server maintains the connection.

2 During the handshake, the server requests and requires a certificate from the client. If
the client does not provide a certificate, or if the certificate can't be validated, the
connection is terminated.

Before the server can support TLS, you must provide the server with an X.509 certificate that the
server can use to establish its legitimacy.

This certificate is automatically provided during the eDirectory installation. During installation, Key
Material objects are created as part of Public Key Infrastructure (PKI) and NetlQ Modular
Authentication Services (NMAS). The following figure illustrates these objects in iManager:

MAAS MO - LUIMDI
S5L CertificateDMNS - L.
SSL CertificatelP - LUIM...

.
i

The installation automatically associates one of those certificates with the LDAP server. In NetlQ
iManager, the Connections tab for the LDAP Server object displays a DN. This DN represents the
X.509 certificate. The Server Certificate field in the following figure illustrates this DN.
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LDAP Server: [FE LDaP Server - LUNDI . AKRANES

General

Information | Connections | Searches | Events | Tracing | Referrals

Transport Layer Security (TLS 7 55L)

Server
Certificate:

[SSL CertificateDNS

In NetlQ iManager, you can browse to the Key Material object (KMO) certificates. Using the drop-
down list, you can change to a different certificate. Either the DNS or the IP certificate will work.

As part of the validation, the server should validate the name (the hard IP address or the DN) that is
in the certificate.

To establish a TLS connection, ensure the following:

¢ The LDAP server must know the server's KMO
+ You connect to the secure port or start TLS after connecting to the clear port

After you reconfigure the LDAP server, refresh the server. See “Refreshing the LDAP Server” on
page 378. iManager automatically refreshes the server.

Configuring the Client for TLS

An LDAP client is an application (for example, Internet Explorer or ICE). The client must understand
the certificate authority that LDAP server uses.

IMPORTANT: eDirectory 9.0 onwards, all LDAP utilities except ndsi ndex and i ce will accept
certificates in . PEMformat only. For more information on how to use the . PEMcertificates in LDAP
operations, see “Using LDAP Tools on Linux” on page 348.

When an eDirectory tree is configured, by default the configuration creates:

+ A certificate authority for the tree (the tree CA).
¢+ AKMO from the tree CA.

The LDAP server uses this certificate provider.

The client needs to import a certificate that the client will trust so that the client can validate the tree
CA that the LDAP server claims to be using. The client must import a certificate from the server so
that whenever the server sends its certificate, the client can validate it and verify that the server is
who it claims to be.

So that the client can get a secure connection, the client must be configured before the connection.

The way that the client imports the certificate differs, based on the kind of application being used.
Each application must have a method to import a certificate. IE has one way, and ICE has another
way. These are different LDAP clients. Each client has its method for locating the certificates that it
trusts.
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Exporting the Trusted Root

You can automatically export the trusted root while accepting the certificate server.

To manually export the trusted root, see “Exporting a Trusted Root or Public Key Certificate” on
page 652.

The Export functionality will create the specified file. Although you can modify the filename, it's a good
idea to leave “DNS” or “IP” in the filename, so that you can recognize the type of material object. Also
leave the servername.

Install the self-assigned CA in all browsers that establish secure LDAP connections to eDirectory.

If you are using the certificate with Microsoft products (for example, Internet Explorer), leave the . der
extension.

If applications or SDKs require the certificate, import it into a certificate database.

Internet Explorer 5 exports root certificates automatically with a registry update. The traditional .X509
extension used by Microsoft is required.

Authenticating with a Client Certificate

Mutual Authentication requires a TLS session and a client certificate. Both the server and the client
must verify that they are the objects that they claim to be. The client certificate was validated at the
Transport layer. However, at the LDAP protocol layer, the client is anonymous until the client issues
an LDAP bind request.

Up to this point, the client has proven its authenticity to the server but not to LDAP. If a client wants to
authenticate as the identity contained in the client certificate, the client binds by using the SASL
EXTERNAL mechanism.

1 In NetlQ iManager, click the Roles and Tasks button @

2 Click LDAP > LDAP Options.

3 Click View LDAP Servers, then click the name of an LDAP server object.
4 Click Connections.

5 In the Transport Layer Security section, select the drop-down menu for Client Certificate, then
select Required.

This enables Mutual Authentication.
6 Click Apply, then click OK.

Using Certificate Authorities from Third-Party Providers

During the eDirectory installation, the LDAP server receives a tree Certificate Authority (CA). The
LDAP Key Material object is based on that CA. Any certificate that a client sends to the LDAP server
must be able to be validated through that tree CA.

LDAP Services for eDirectory supports multiple certificate authorities. NetlQ's tree CAis just one
certificate authority. The LDAP server might have other CAs (for example, from VeriSign*, an external
company.) This additional CA is also a trusted root.

To configure the LDAP server to use multiple certificate authorities, set the
IdapTLSTrustedRootContainer attribute on the LDAP server object. By referencing multiple certificate
authorities, the LDAP server allows a client to use a certificate from an external authority.
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Creating and Using LDAP Proxy Users

NetlQ eDirectory assigns a [Public] identity to users who are not authenticated. In the LDAP protocol,
an unauthenticated user is an Anonymous user. By default, the LDAP server grants Anonymous
users the rights of the [Public] identity. These rights enable unauthenticated eDirectory and
Anonymous LDAP users to browse eDirectory by using [Public] rights.

The LDAP server also allows Anonymous users to use the rights of a different proxy user. That value
is located on the LDAP Group object. In NetlQ iManager, the value is named the Proxy User field.
The following figure illustrates this field in NetlQ iManager.

LDAP Group: (B LDAP Group - LUNDIAKRANES

General

Information | Referrals | Attribute Map | Class Map

Authentication Options
Praozay user:

|
I Require TLS for Simple Binds with Password

The proxy user is a Distinguished Name. You can grant that proxy identity different rights than the
Public identity has. With the proxy user, you can control LDAP Anonymous access to specific
containers in the eDirectory tree.

NOTE: Don't set login restrictions for the proxy user unless you want to have them apply to all
Anonymous LDAP users.

Scenario: Setting Up an NLDAP Proxy User— Digital Airlines has contracted with DataSure, a
research group. DataSure will use LDAP to access and store research on DigitalAir43, a Linux server
at Digital Airlines. You don't want DataSure to have Public rights to directories on DigitalAir43.

Therefore, you create an LDAP proxy user and assign that user specific rights to the DataSure
directory. You populate the proxy Distinguished Name on the LDAP Group object and refresh the
server. The server automatically starts using the proxy user rights for any new or existing Anonymous
users.

1 In NetlQ iManager, click the Roles and Tasks button .

2 Click Directory Administration > Create Object, then create a proxy user (for example,
LDAPProxy).

Assign a null password to that user.
(Optional) Assign the proxy user rights to specified directories.
Click LDAP > LDAP Options > View LDAP Groups > the LDAP Group object.

In the Proxy User field, click the Browse button, browse to and select the LDAPProxy user, then
click OK.

o 01~ W
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Using SASL

Simple Authentication and Security Layer (SASL) is a mechanism for adding authentication support
and data security services to connection-based protocols through different mechanisms. It presents a
well-formed interface between the protocols and mechanisms. In addition, it provides a protocol for
securing subsequent protocol exchanges within a data security layer along with data integrity, data
confidentiality, and other services.

SASL is designed to allow new protocols to reuse the existing mechanisms without requiring redesign
of the mechanisms, and it also allows existing protocols to make use of new mechanisms without the
redesign of protocols. To use SASL, each protocol provides a method for identifying which
mechanism is to be used, a method for exchange of mechanism-specific server-challenges and
client-responses, and a method for communicating the outcome of the authentication exchange.

SASL mechanisms are named by strings, consisting of uppercase letters, digits, hyphens, and
underscores. SASL mechanism names must be registered with the Internet Assigned Numbers
Authority (IANA).

If a server supports the requested mechanism, it initiates an authentication protocol exchange. This
consists of a series of server challenges and client responses that are specific to the requested
mechanism. During the authentication protocol exchange, the mechanism performs authentication,
transmits an authorization identity from the client to server, and negotiates the use of a mechanism-
specific security layer. If the use of a security layer is agreed upon, then the mechanism must also
define or negotiate the maximum cipher-text buffer size that each side is able to receive.

The LDAP server supports the following mechanisms:

*

DIGEST-MD5
EXTERNAL
NMAS_LOGIN
¢+ GSSAPI

*

*

These mechanisms are installed on the server during an eDirectory installation or upgrade. However,
on Linux, the nmasinst utility must be used to install the NMAS methods.

As specified above, the LDAP server queries SASL for the installed mechanisms when it gets its
configuration, and automatically supports whatever is installed. The LDAP server also reports the
current supported SASL mechanisms in its rootDSE by using the supportedSASLMechanisms
attribute. Because these are the registered mechanisms, the correct naming conventions must be
used to make use of them.

The LDAP bind protocol allows the client to use various SASL mechanisms for authentication. When
the application uses the LDAP bind API, it must choose either the simple bind and supply a DN and
password, or choose the SASL bind and supply the SASL mechanism name and the associated
SASL credentials required by the mechanism.
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DIGEST-MD5

LDAP supports the DIGEST-MD5 mechanism through the bind request. Instead of requesting an
LDAP simple bind (DN and clear-text password), you request an LDAP SASL bind by providing the
DN and the MD5 credentials. The DIGEST-MD5 mechanism does not require TLS. The LDAP server
supports DIGEST-MD5 over clear and secure connections.

MD5 provides an encrypted hash of passwords. Passwords are encrypted even on clear connections.
Therefore, the LDAP server accepts passwords that use MD5 on either the clear-text or encrypted
port. If someone tries to sniff this connection, the password cannot be detected. However, the entire
connection can be spoofed or hijacked.

This mechanism is an LDAP SASL bind (not a simple bind). Therefore, the LDAP server accepts
these requests, even if you selected the Require TLS for Simple Binds with Passwords check box
during installation.

EXTERNAL

The EXTERNAL mechanism informs the LDAP server that the user DN and credentials have already
been supplied to the server. Therefore, the DN and credentials do not need to come across in the
bind request.

The LDAP bind request uses the SASL EXTERNAL mechanism to instruct the server to do the
following:

+ Ask an EXTERNAL layer what the credentials were
+ Authenticate the user with those credentials and user

After this is done, a secure handshake occurs. The LDAP server requests credentials from the client
and the client passes them to the server, then the server receives the certificate that was passed from
the client, passes the certificate to the NMAS module, and authenticates the user as whatever DN
was supplied in the certificate

Having a certificate with a usable DN requires some setup on the client. For information about setting
up the certificate, see the NMAS online documentation (https://www.netiq.com/documentation/edir88/
nmas88/data/bookinfo.html).

Even if the client sends an EXTERNAL mechanism, the LDAP server could fail the request.The
following could be possible reasons for failure:

+ The connection is not secure.

+ Although the connection is secure, the client did not provide the required certificate during the
handshake.

+ The SASL module is unavailable.

NMAS_LOGIN

NetlQ Modular Authentication Service (NMAS) is a development framework that allows you to write
applications that authenticate to the network using various login and authentication methods. The
NMAS framework allows you to design a flexible and expandable login and authentication system
using modular plug-in methods that leverage Novell International Cryptographic Infrastructure (NICI)
and NetlQ Directory Services (eDirectory).

The NMAS_LOGIN mechanism provides the LDAP server with the biometrics capability of NMAS.
For more information, see the NetlQ Modular Authentication Services NDK (http://www.novell.com/
documentation/developer/nmas/).
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GSSAPI

The GSSAPI mechanism enables a Kerberos user to authenticate to an eDirectory server using a
ticket, without needing to enter a separate LDAP user password. This functionality is targeted at
LDAP application users in environments that already have the Kerberos infrastructure in place. Such
users must be able to use the Kerberos server-issued tickets to authenticate to the LDAP server
without providing a separate LDAP user password.

For information on configuring GSSAPI, refer to Appendix E, “Configuring GSSAPI with eDirectory,”
on page 765.

Using NMAS Based Logins for LDAP Authentication

The NMAS login is enabled by default in eDirectory. To disable the NMAS login, set
NDSD_TRY_NMASLOG N_FI RST to f al se.

NOTE: You must add all the environment variables required for the eDirectory service to run in the
pre_ndsd_start_custom script on RHEL 7.x and SLES 12.x platforms.

Using the LDAP Server to Search the Directory

This section contains information on the following:

+ “Setting Search Limits” on page 387
+ “Using Referrals” on page 388
+ “Searching Filtered Replicas” on page 395

Setting Search Limits

The following attributes on the LDAP server object control how the LDAP server searches the
Directory:

¢ Search Entry Limit

Limits the size of a search. The default is 0, for no limit on size. So that the LDAP server isn't
overloaded, you can limit the number of entries that the LDAP server returns from a search
request.

Scenario: Limiting the Size of a Search— Henri requests a search that could result in
thousands of replies concerning objects that the search finds. However, you have set a limit of
10 results. LDAP server stops searching after returning 10 results. A system message informs
Henri that the search has ended even though more data is available.

+ Search Time Limit

Limits the time that the server searches. The default is 0 seconds, for no time limit.

The following figure illustrates these attributes in NetlQ iManager.
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LDAP Server: [ LDAP Server - LUNDI AKRAMES

General

Information | Connectionz | Searches | Events | Tracing | Referrals

Ma<irnurm

concurrent . o
persistent 0 operations [0 for unlimited)
searches:

¥ |gnore size and time limits when monitoring
persistent search events

Restrictions

Entry Limit: ID entries (0" for no limit)
Time Limit: ID seconds [0 for no timeout)

1 IniManager, click the Roles and Tasks button .
2 Click LDAP > LDAP Options > View LDAP Servers.
3 Click the LDAP server object > Searches.
4 Scroll to the Restrictions section, enter values, then click OK.
The client can also set limit search requests (for example, limiting the search to two seconds). If the

client limit conflicts with the server limit, the LDAP server uses the lowest or smallest value from
either request.

The search is based on Access Control Lists (ACLs). Therefore, an Anonymous search could yield
the few entries that Public is allowed to view, even though thousands of entries exist in the Directory.

Using Referrals

A referral is a client-centric method to resolve names. An LDAP client sends a request to an LDAP
server, which attempts to find the target entry of the operation locally. If the server can't find the target
entry, the server uses the knowledge references that it has to generate a referral to a second LDAP
server that knows more about the entry. The first server sends the referral information to the LDAP
client.

The LDAP client then establishes a connection to the second LDAP server and retries the operation.
If the second LDAP server has the target entry of the operation, it performs the operation. Otherwise,
the second server also sends a referral back to the client. This process continues until one of the
following occurs:

+ The client contacts a server that has the entry and can perform the desired operation

+ The LDAP server returns an error indicating that the entry doesn’t exist

+ The LDAP server indicates that no more referrals can be followed
A functionality introduced in LDAP for eDirectory 8.7 causes referrals to behave slightly differently

than with earlier versions of eDirectory and NDS. The differences influence the way you configure
LDAP Services.
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Default Referrals

Typically, a default referral URL contains an LDAP URL that points to a server that holds the root of
the tree. An LDAP URL has the following form: | dap: // host : port.

You enter a default referral in the Default Referral URL field:

LDAP Group: & LDAP Group - Lu

General

e

Default Referral URL

ag dap:tddspild umic hosdo: 185

Historically, the eDirectory LDAP server sent the default referral in a number of failover situations.
Many users find these behaviors strange and sometimes unpredictable. LDAP Services for
eDirectory lets you control when the default referral is sent for any kind of subordinate referral.

The new option is a value (setting) held on the IdapDefaultReferralBehavior attribute on the LDAP
server and LDAP Group objects. The value is an integer which is a bitmask of the following bits.

Bits Value

0x00000001 The base DN is not found

0x00000002 The base DN is on an unavailable eDirectory server

0x00000004 An entry in the search scope is on an unavailable eDirectory
server

If the LDAP server is configured to Always Refer for the operation, and if any of the conditions listed
are met and the corresponding value is set, the default referral is returned.

Setting Referrals for Search Operations

A functionality introduced in LDAP for eDirectory 8.7 causes referrals to behave slightly differently
than with earlier versions of eDirectory and NDS. The differences influence the way you configure
LDAP Services.

You can configure the eDirectory LDAP server to return referrals to other eDirectory servers within the
eDirectory tree. By default, the LDAP server chains all operations to other eDirectory servers on
behalf of the user, and referrals are never returned.

Prior to eDirectory 8.7, the referral options only existed as settings on the LDAP Group object. With
eDirectory 9.0, you can set these options on the LDAP server object also. Any setting on the LDAP
server object overrides that setting on the LDAP Group object.

You set the Referral Option by manipulating the IdapSearchReferralOption attribute. Previous to
LDAP Services for eDirectory 8.7, you could set this attribute to the following options:

+ “Prefer Chaining” on page 391 (the default option)
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+ “Prefer Referrals” on page 391

+ “Always Refer” on page 392

These referral options apply only to referring and chaining to other eDirectory servers within the
eDirectory tree. These configuration settings don’t control referrals that come from a nonauthoritative
partition. Therefore, even though you select an option (for example, Always Chain) from the Referral
Options drop-down list, referrals will still come from nonauthoritative partitions to other servers.

To support superior referrals to non-eDirectory DSAs, LDAP Services for eDirectory 8.7.a has an
Always Chain option. See “Always Chain” on page 390.

The following figure illustrates the LDAP referral drop-down lists for searches and other operations.

LDAP Server: @ LDAP Server - LUNDIL AKRAMES

General

Information | Connections | Searches | Events | Tracing | Referrals

" MO LY U SD I L S D

[T A search entry is on an unavailable server

Referral Options

For elirectony Searches:
|F'refer chaining j

For Other elirectorny Operations:
|F'refer chaining j

“Other” eDirectory operations include referrals for the Add, Delete, Modify, and Bind operations.

Always Chain

The Always Chain option is a “never refer” option. If you select this option, the eDirectory LDAP
server never returns referrals to other eDirectory servers in the eDirectory tree. The LDAP server
checks with other LDAP servers on behalf of the requesting client and sends the referral to the client.

The Always Chain option will be most beneficial to you if you have an eDirectory deployment that
participates as subordinate servers in a global federated tree.

These referral options only apply to the way referrals are handled within the eDirectory tree. They
have no bearing on referral behavior to non-eDirectory servers.

The reason for blocking referrals to other eDirectory servers is subtle, but may prove invaluable. If the
nonauthoritative data on an eDirectory 8.7 or later server is replicated to another, older eDirectory
server, a referral to the older server might cause a client application to get a distorted view of the
global tree.

For example, assume that an LDAP client caches referrals to LDAP servers and sends requests to
the server it last communicated with. If the client is configured to send requests to an eDirectory
server that supports superior referrals, the client's view of the global tree should be normal.
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However, LDAP servers earlier than eDirectory 8.7 don’'t understand nonauthoritative areas and
superior referrals. Therefore, if the client follows a referral to an earlier-version eDirectory server in
the eDirectory tree, and continues to send requests to that earlier-version server, the earlier-version
LDAP server will present the nonauthoritative data as if it were the actual directory tree data.

An intelligent client should, however, interrogate the supportedFeatures attribute of the rootDSE to
ascertain whether or not the server supports superior referrals.

Prefer Chaining

The Prefer Chaining option indicates that search operations will not normally return referrals. Instead,
the LDAP server progresses the search operation across all eDirectory DSAs required to complete it.

The exception is a search operation that is accompanied by the persistent search control. In this
case, because the NetlQ implementation of persistent search does not support chaining, referrals are
sent if the scope of the search operation is not all held locally.

The LDAP server receives a search operation. If the entry in the tree is not stored locally, the server
automatically chains to other servers. After the entry has been located, the LDAP server acts as
proxy for the LDAP client. Using the same identify that the LDAP client is bound with, the LDAP
server authenticates to the remote server and continues the search operation there.

The LDAP server that received the original search request sends the LDAP client all search entries
and the search result. Because the LDAP server fully takes care of the request, the LDAP client is
unaware that other servers were involved.

Through chaining on eDirectory, an LDAP server that doesn’t have much data can appear to hold the
data of the entire tree.

Prefer Chaining is important concerning patrtitions.

Scenario: Finding Information in another Partition— At the Digital Airlines Company, Luc selects
the Prefer Chaining option for LDAP server DAIir43. DAIr43 is in Partition A. Partition B is a
subpartition of A and contains LDAP server DAir44.

An LDAP client requests a search. DAIr43 searches locally for the entry but only finds part of the data.
DAIir43 automatically chains to DigitalAir44, which has the needed entry. DAir44 sends the data to
DAIr43, and DAIr43 sends the entry to the LDAP client.

The Prefer Chaining option causes the LDAP server to chain to other servers for search requests
(when needed) unless the operation is a Persistent Search. For information on Persistent Search,
see “Persistent Search: Configuring for eDirectory Events” on page 400.

Prefer Referrals

The Prefer Referrals options indicates that search operations will return referrals to other eDirectory
servers in the eDirectory tree when needed. Referrals are sent only if the local server can ensure that
the server holding the data is operational and that the LDAP service is running. Otherwise, the
operation is chained to the other server, or the operation fails if the other server in inoperable.

You have two partitions and are doing a subtree search. You get down to a point where the search
entries are no longer held on the local server. Therefore, the search must go to another server. If the
server that holds the replica of that data (that partition) is also running nl dap. nl m the LDAP server
builds an LDAP referral and sends it back to the LDAP client.

If the server holding the replica isn't running nl dap. nl m LDAP server chains the request to the other
server, thereby completing the search.
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When nl dap. nl mstarts up, the LDAP server communicates to eDirectory that the LDAP server is a
referral point. If a client has received referrals but the referrals stop, the LDAP server is not running.

Always Refer

The Always Refer option follows the same logic as Prefer Referrals, except that the Default Referral
is sent under various failover situations (for example, an object is not found or the server is down).

If another server that holds the rest of the data isn't running the LDAP service, the first LDAP server
won't chain the request to the second server.

If you mark the Always Refer option, you are allowed to enter a default referral. The Default Referral
field enables you to glue two different vendor LDAP servers together and build your own Directory
tree.

Scenario: Using a Default Server— You have an LDAP tree. One part of the tree is serviced by
eDirectory. A subordinate partition is serviced by iPlanet. In the Default Referral field, you place a
URL that references the iPlanet server. An LDAP client requests a search.

Unable to resolve the base DN, the LDAP server sends the client the string in the Default Referral
field. The referral instructs the LDAP client to look in the place specified in the URL The LDAP client
contacts the iPlanet server, which completes the search.

Whenever a default referral is configured and the server doesn't find the base DN being searched for,
the client receives the default referral.

The format for a referral is an LDAP URL. For example, LDAP://123.23.45.6:389.

When the LDAP server sends a default referral to a client (because the base DN was unavailable),
the server appends an additional forward slash (/) and the DN that the client was looking for. The
default referral and the appended information go to the client. The client sends the search request to
the server specified in the default referral.

The LDAP Group object has a string field for the default referral. The LDAP server treats that data as
a string. There is no validation. Whatever is entered is prepended to the referral. Some data is
appended to the referral. The LDAP server expects the string to look like a URL.

When clients get referrals to other eDirectory servers that are running LDAP, the client receives two
referrals per server:

+ Areferral directing the client to the clear-text port
+ Areferral directing the client to the secure port

To differentiate between the two referrals, the clear-text referral states | dap: // and the secure port
displays | daps://.

A referral from the server appends the port number.

Setting Referrals for Other Operations

The historical referral option setting only applied to the search operation. To provide a comparable
option for other operations, the IdapOtherReferralOption attribute is used. This attribute allows the
same values and controls the behavior for non-search operations (excluding bind, which never sends
a referral).
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Referral Filtering

If you have multiple replica servers running in a tree and have configured LDAP server(s) to return
referrals using the Prefer Referrals/Always Refer option, then the LDAP server will return referrals if
the object identified by DN in the requested operation is not present locally. In such a case, LDAP
client sends a request to the server, and the server returns a referral list of all the LDAP servers
holding that object. Using this referral list, LDAP clients will follow any of these referrals to perform the
operation. If the client chooses to follow the referral to a resource-starved server or a server that is
located across a slow link, clients would see a slow response from the server. This in turn affects the
performance of the LDAP client. Since LDAP application developers will not have complete
knowledge about the servers and network configurations, the solution for this problem is to provide a
referral filtering mechanism at the LDAP server to return the referrals of specific server(s).
Administrators would have the requisite knowledge, e.g. the nature of LDAP servers in the network
and network link speeds to make appropriate configuration of referral filtering.

Set up the referral filter on the LDAP Group object using the attributes “referralincludeFilter” and
“referralExcludeFilter”. Setting these filters in these attributes will be applicable to all the LDAP
servers belonging to this LDAP Group object. The LDAP server will return all the LDAP referrals
matching with the referralincludeList filter and drop the ones that match the referralExcludeFilter filter.

If only referralincludeFilter is specified, the LDAP referrals which match the referralincludeFilter
values will be returned to the LDAP clients and all other referrals will be excluded from the referral list.
Similarly, if only referralExcludeFilter is specified, the LDAP referrals which do not match the
referralExcludeFilter values will be returned to the LDAP clients. If both filters exist and the referral
does not match any of these filters, it will be excluded.

If all available referrals are disallowed by the filter, the server will behave as if no referrals are
available and return LDAP_OTHER (80), which some client tools report as “Unknown error.” After
adding or modifying these filter attributes, if the LDAP server is not refreshed, changes will take place
after the subsequent automatic refresh.

Currently, adding or modifying these filter attributes can be done only with the tab available in
iManager.

Format to Specify LDAP Referral Filtering —The LDAP referral filter format is a simple |P address
format:

[Idap://] | [!daps://] |PAdress[:port]

Here, specifying the clear text port or TLS port will be same as pre-pending | dap: // or | daps://
strings. If neither | dap or | daps is specified, the match filter is applicable for both clear text as well as
TLS referrals.

Examples:

Examples Description

1.2.3.4 # matches both LDAP and LDAPS referrals on any port
1.2 # matches all IP addresses of 1.2.X.Y

1.2.3. # matches all IP addresses of 1.2.3.Y

| dap:// orldap://* # matches all the clear text port LDAP referrals
| daps:// orldap://* # matches all the ssl port LDAP referrals
* # matches all

| daps://5.6.7.8:636 # matches for SSL port 636 on IP addresses 5.6.7.8
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These filter attributes (ref erral I ncl udeFi | t er and ref erral Excl udeFi | t er) are multi-valued.
You can choose as many matching filters as you need.

Example Scenarios

+ To make an LDAP server return only referrals with the IP address 1.2.X.Y where X = {0 to 255}
and Y = {0 to 255} and exclude all others, enter the following:
referralincludeFilter = { 1.2 }

+ To make an LDAP server return referral, that exclude all the referrals that match IP address
164.99.X.Y, where X is not equal to 100 and match 164.99.100.Y, enter the following:

referrallncludeFilter = { 164.99.100., "*"}
referral ExcludeFilter = { 164.99. }

Here, even though the IP address 164.99.100.Y matches r ef err al Excl udeFi | t er, since these
IP addresses have more matched fields, these referrals will be returned to the LDAP clients.

NOTE: While specifying a partial IP address, the trailing “.” can be omitted.

+ To make an LDAP server return only clear text port referrals and drop SSL port referrals, enter
the following:

referralIncludeFilter = { "ldap://" }
OR
referral ExcludeFilter = { "ldaps://" }

+ To make an LDAP server return from a set of IP addresses and drop all other IP address
referrals, enter the following:

referralIncludeFilter = { 1.2.3.4, 2.3.4.5:389, 3.4.5.6:636, Idaps://4.5.6.7 }

referral ExcludeFilter = { "*" }

NOTE: Here, ref erral Excl udeFi | t er is not required. Any populated
referral I ncl udeFil t er implies to exclude all others.

+ There are two filters, as follows:
referrallncludeFilter = { 1.2.3.4}
referral ExcludeFilter = { 2.3.4.5 }

A referral with IP address 3.4.5.6 will be excluded as it does not match the referrallnclude filter,
even though it does not match the r ef er r al Excl udeFi | t er as well.

Invalid Filters —The following filters are not supported.
“.2.3.4" or “*.2.3.4” will not match the IP addresses X.2.3.4.
“2.3.4*" will not match the IP addresses like 2.3.41 or 2.3.42.

DNS names like severl.mydomain.com, or *.mydomain.com are not supported. Adding the port
ranges to the filters like allow referral IP address on the port start-to-end is not supported.There are
no validation checks done before adding these filter values to these attributes. But in case of an
invalid filter, the LDAP server will ignore those filters and log the information into ndsd. | og file.

Known Issues —The LDAP rootDSE search returns altServers if there are any replica servers in the
LDAP URL format. These URLs do not get filtered using this mechanism.

Configuring LDAP Services for NetlQ eDirectory



No Support for ManageDsalT

In LDAP Services for eDirectory, the distributed relationships between eDirectory servers in an
eDirectory tree are managed by means other than the use of the ManageDsalT control. The
ManageDsalT control won't allow the LDAP client to interrogate or update eDirectory subordinate or
cross references.

Functionality Not Supported

LDAP Services for eDirectory doesn’t support subordinate references. You cannot reliably create a
nonauthoritative partition that is subordinate to an authoritative partition and have it send referrals. If
you elect to do this, referrals are only sent when resolving the base DN for an operation.
SearchResultReferences are not sent.

There is no support for distributed updates of data in the nonauthoritative area. If a name change
occurs on the root server, there is no built-in mechanism to copy that name change to the eDirectory
server holding that same data in a nonauthoritative area.

Searching Filtered Replicas

A filter restricts the amount of data that the replica holds. Therefore, a filtered replica does not have
complete view of real data held in the directory. The following are examples of filters applied to a
replica:
+ The replica only contains User objects.
+ The replica contains all User objects, but the objects only contain telephone numbers and
mailing addresses.

Because data in a filtered replica is incomplete, an LDAP search could produce constrained results.
Therefore, by default an LDAP search request does not examine filtered replicas.

While performing filtered replica search, the search might not return the results as per the replica filter
in the following cases:

+ If the objects matching the search filter are not present on the local filtered replica server then
the results may not match with the filter of the local replica as the results may be fetched from a
full replica server.

+ When the search base is not local to the filtered replica server, the objects matchi