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About NetlQ Corporation

NetlQ, an Attachmate business, is a global leader in systems and security management. With more
than 12,000 customers in over 60 countries, NetIQ solutions maximize technology investments and
enable IT process improvements to achieve measurable cost savings. The company’s portfolio
includes award-winning management products for IT Process Automation, Systems Management,
Security Management, Configuration Audit and Control, Enterprise Administration, and Unified
Communications Management. For more information, please visit www.netiq.com.

Contacting Sales Support

For questions about products, pricing, and capabilities, please contact your local partner. If you
cannot contact your partner, please contact our Sales Support team.

Worldwide: www.netig.com/about_netig/officelocations.asp
United States and Canada: 888-323-6768

Email: info@netig.com

Web Site: www.netig.com

Contacting Technical Support

For specific product issues, please contact our Technical Support team.

Worldwide: www.nhetig.com/Support/contactinfo.asp
North and South America: 1-713-418-5555

Europe, Middle East, and Africa: +353 (0) 91-782 677

Email: support@netig.com

Web Site: www.netiq.com/support

Contacting Documentation Support

Our goal is to provide documentation that meets your needs. If you have suggestions for
improvements, click Add Comment at the bottom of any page in the HTML versions of the
documentation posted at www.netiq.com/documentation. You can also email Documentation-
Feedback@netiq.com. We value your input and look forward to hearing from you.
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Contacting the Online User Community

Qmunity, the NetIQ online community, is a collaborative network connecting you to your peers and
NetlQ experts. By providing more immediate information, useful links to helpful resources, and
access to NetlQ experts, Qmunity helps ensure you are mastering the knowledge you need to realize
the full potential of IT investments upon which you rely. For more information, please visit http://
community.netiq.com.
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About this Book and the Library

The Product Overview provides information about the features, functionality, and operational
concepts of NetlQ Cloud Manager. This manual includes the following information:

¢ Chapter 1, “What Cloud Manager Does,” on page 9

¢ Chapter 2, “The Cloud Manager Components,” on page 13

¢ Chapter 3, “The Cloud Manager Environment,” on page 15

¢ Chapter 4, “Basic Orchestration Concepts,” on page 21

¢ Chapter 5, “Server Discovery and Multicasting,” on page 39

¢ Chapter 6, “Cloud Manager Orchestration and LDAP Authentication,” on page 41

¢ Chapter 7, “Cloud Manager Orchestration Security,” on page 45

¢ Chapter 8, “User Concepts,” on page 49

¢ Chapter 9, “Workload Template Concepts,” on page 57

¢ Chapter 10, “Resource Group Concepts,” on page 61

¢ Chapter 11, “Task Concepts,” on page 63

¢ Appendix A, “Cloud Manager Terminology,” on page 65

Intended Audience

This book provides information for individuals responsible for understanding administration
concepts and implementing a secure, distributed administration model.

Other Information in the Library

The library provides the following information resources:

Product Overview

Provides information about the NetIQ Cloud Manager product features, functionality, and
concepts.

Installation Guide

Provides detailed planning and installation information.

Procedures Guide

Provides step-by-step guidance for many administration tasks.

Reference Guide

Provides detailed reference information about tools and interfaces used by this product.

About this Book and the Library
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What Cloud Manager Does

NetlIQ Cloud Manager, a WorkloadIQ product from NetIQ, transforms your virtual infrastructure
into a true Cloud environment. Built to operate with your existing VMware, Citrix XenServer,
Microsoft Hyper-V, SUSE Xen, or Linux Kernel-based Virtual Machine (KVM) virtual hosts, Cloud
Manager accelerates delivery of services through on-demand requesting of workloads and automated
provisioning of the workloads.

Whether you are an private or public service provider, your customers demand timely access to the
computing resources needed to run their businesses. Even with a virtual infrastructure in place,
providing new services to customers can require you to research the requirements, create or
customize the appropriate virtual machines, and then deploy the virtual machines accordingly, all of
which can exhaust valuable time and effort.

Cloud Manager lets you expose your virtual computing resources in a manner that enables your
customers to easily consume them for business services and you to deliver the services efficiently,
automatically, and on time.

The following sections explain what Cloud Manager does to transform your virtual infrastructure
into flexible, reliable, and secure Cloud environment:

¢ Section 1.1, “Provides Multi-Tenancy,” on page 9

¢ Section 1.2, “Organizes and Monitors Resources,” on page 10

¢ Section 1.3, “Provides a Catalog for Building Business Services,” on page 10
¢ Section 1.4, “Customizes Service Offerings for Organizations,” on page 10

¢ Section 1.5, “Exposes Business Service Costs,” on page 11

Provides Multi-Tenancy

Cloud Manager enables you to provide Cloud services to multiple tenants, referred to as
organizations, at one time. As the service provider, you assign the resources that an organization can
use for its business services. These resources might be dedicated to a single organization or shared
among multiple organizations, depending on your business model and customer requirements.

Within an organization, members of the organization are assigned roles that let them control and
monitor the deployment of business services for their organization. Some members might have rights
to request business services, some to approve or deny business service requests, some to control
organization membership, and some to create business groups (organization subunits) and allocate
organization resources to the business groups.

Depending on the scope of your Cloud services, an organization can represent different units. For
example, if you are a public service provider, each organization would most likely represent a
company. However, if you are an enterprise IT department, an organization might represent your
company or a single department or cost center within your company.

What Cloud Manager Does
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1.2

1.3

1.4

Organizes and Monitors Resources

One of the more difficult management activities involved with providing Cloud services to multiple
organizations is ensuring that each organization has access to only the resources that it should. To
alleviate this problem, Cloud Manager enables you to group resources and assign the resource
groups to the appropriate organizations. When an organization creates a business service, the
business service is deployed to a resource group assigned to the organization.

A resource group is a collection of hosts or clusters and their associated resources (CPUs, memory,
networks, and storage). In VMware vSphere environments, a resource group can also be a resource
pool.

You can have both dedicated and shared resource groups. A dedicated resource group services only
one organization, while a shared resource group services more than one organization.

Cloud Manager also monitors resource utilization for the entire system and for individual
organizations. By comparing used resources against resource capacity, you can ensure that your
overall system and each individual organization has sufficient resources

Provides a Catalog for Building Business Services

Most customers don’t want to concern themselves with the details of your virtual infrastructure. All
they really want is to run their business services and to know that they are receiving the level of
support needed for those services.

Cloud Manager removes all customer interaction with your virtual infrastructure through the use of
a catalog. The catalog consists of workload templates and service levels that you create and make
available to the customer.

+ Workload templates: A business service can have one or more workloads (virtual machines). The
workloads are created from workload templates the customer selects from the catalog. The
workload template identifies a virtual machine and the amount of resources (virtual CPUs,
memory, networks, and disk space) it needs to run.

* Service levels: A service level associates a business service workload with 1) the resource group
where it will be deployed, 2) the support objectives (such as availability, response time, and
quality), and 3) the cost of the resources and support. The customer selects a service level for
each workload in the business service.

When a customer needs a new business service, he or she creates the business service workloads
from the workload templates you have made available and selects the service level for each of the
workloads. They don’t need to know anything about the virtual infrastructure to successfully deploy
their business service.

Customizes Service Offerings for Organizations

Not all organizations need the same types of business services. Cloud Manager lets you customize
your service offerings for each organization by determining which workload templates and service
levels are available to an organization. While your catalog might contain hundreds of workload
templates and service levels, you can assign only the ones needed by an organization.

NetlQ Cloud Manager Product Overview



1.5

Exposes Business Service Costs

You can assign costs to the various components associated with a business service. This includes a
workload’s setup and license costs, its resource costs, and its support costs. The total monthly cost for
the business service is available to the customer before requesting the service and is also available

through cost reports.

What Cloud Manager Does
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The Cloud Manager Components

Cloud Manager consists of two main components: the Cloud Manager Application Server and the
Cloud Manager Orchestration Server. The Cloud Manager Application Server and the Cloud
Manager Orchestration Server sit on top of your virtual infrastructure to automate Cloud services for
your customers.

Cloud Manager
Application Console

Cloud Manager LDAP Authentication
\i/ Application Server Source

Cloud Manager

iOS Clients D
E —_—

Cloud Manager
Application

Cloud Manager
Orchestration Server < > < >

Cloud Manager
Orchestration Server

Cloud Manager
Orchestration Console

[ Orchestration 1 [

Q Agent @ o 4 @

Cloud Manager
Orchestration

—

&y — ) —

QY
|§| vCenter Server vCenter Server |§| 5 @/

Xen Xen Xen Hyper-V Hyper-V

— EL ESX Host ESXi Host EL <= Host Host Host Host Host
|, EL ESXiHost  ESXiHost EL -
. ﬂ/ ESXiHost  ESXiHost ﬂ/ -
— ﬂ/ ESXi Host

//‘9 -

Virtual Infrastructure
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Cloud Manager Application Server

The Cloud Manager Application Server provides the portal for initiating and managing business
services. When a customer requests a business service through the Application Console, the
Application Server sends instructions that the Orchestration Server uses to provision the service’s
workloads (virtual machines) through the virtual infrastructure technologies.

¢ Application Console: A Web application that can be run on any computer with a supported
Web browser. The console is for both Cloud Manager administrators and users. Cloud Manager
administrators use the console to organize computing resources so that users can consume them
as business services. Users access the console to request and manage business services. Login to
the console occurs through an LDAP directory designated as the authentication source.

¢ Application Server: Supports the Application Console and communicates with Orchestration
Servers to provide instructions for deploying, managing, and removing business service
workloads. It also performs user authentication with the LDAP source.

Cloud Manager Orchestration Server

The Cloud Manager Orchestration Server automates the creation and management of business
service workloads in the virtual infrastructure. When the Orchestration Server receives a business
service request from the Application Server, the Orchestration Server directs the creation of the
service’s workloads from the appropriate VM template and the deployment of the workloads to the
appropriate VM host. In addition, Cloud Manager Orchestration Server discovers and surfaces your
virtual infrastructure resources (hypervisor technologies, VM hosts, VM templates, and so forth) in
the Cloud Manager Application Console so that you can organize them into the catalog components
that customers use to build their business services.

¢ Orchestration Server: Receives workload instructions from the Application Server and directs
the creation and management of those workloads by the virtual infrastructure. Depending on
the size of your virtual infrastructure, you might have one or many Orchestration Servers.

¢ Cloud Manager Orchestration Console: Monitors and manages the activity of the Orchestration
Servers, enabling you to view and troubleshoot jobs associated with workload creation and
management.

¢ Cloud Manager Orchestration Agent: Provides communication between the Orchestration
Server and the VM hosts managed by the server. The hypervisor technology (vSphere, Citrix
Xen, Hyper-V, SUSE Xen, and KVM) determine where the agent is installed.

Virtual Infrastructure

The virtual infrastructure forms the foundation of the Cloud Manager physical topology. The
hypervisor technologies (VMware, Citrix XenServer, Microsoft Hyper-V, SUSE Xen, and KVM)
virtualize the underlying physical resources and enable the creation and management of virtual
machines.

The virtual infrastructure components are dependent on the hypervisor technology. The illustration
shown above does not represent all components of the virtual infrastructure (such as networks,
storage, virtual machines, and so forth). It is intended simply to show how the Cloud Manager
components sit on top of your virtual infrastructure and interact with it to provide cloud services.
The Cloud Manager documentation assumes that the person who will implement Cloud Manager is
knowledgeable about your virtual infrastructure components and management. Refer to your
hypervisor documentation for information.

NetlQ Cloud Manager Product Overview



3.1

The Cloud Manager Environment

NetlIQ Cloud Manager turns your virtual infrastructure into a Cloud environment that provides
automated business services to your customers. The Cloud environment consists of a variety of
components. Some of the components, such as zones and resource groups, provide ways to organize
your virtual infrastructure resources so that Cloud Manager knows where to run business services.
These components are mostly hidden to users. Other components, such as service levels and workload
templates, form the core of business services and are readily visible to users. The following sections
introduce these key components:

¢ Section 3.1, “Zones and Resource Groups,” on page 15
¢ Section 3.2, “Workload Templates,” on page 17
¢ Section 3.3, “Service Levels,” on page 18

¢ Section 3.4, “Organizations and Business Groups,” on page 19

Zones and Resource Groups

A Cloud Manager zone is an Orchestration Server and its managed resources (hosts, clusters,
resource pools, networks, storage, and so forth). Within a zone, these resources are organized into
resource groups, as shown in the following illustration.

The Cloud Manager Environment 15
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A resource group identifies a collection of hosts (and their associated networks and storage). When a
workload is deployed, it is assigned to the resource group and provisioned using any of the resources

within the group.

A resource group has the following characteristics:

¢ Supports only one hypervisor (VMware vSphere, Citrix XenServer, Microsoft Hyper-V, SUSE

Xen, and KVM).

¢ Can include standalone hosts and clusters. Optionally, a resource group can be a vSphere
resource pool. All host or pool resources (CPUs, memory, networks, disks, and so forth) should
provide the same performance level so that a workload can run equally well on any of the

resources.
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3.2

¢ Cannot span zones. All resources in the group must reside in the same zone.

¢ Cannot share storage repositories with other resource groups.

As an example, you might form a Business Critical resource group that consists of high-performance
vSphere hosts intended for critical production workloads. At the same time, you might have a Lab
resource group that consists of standard-performance SUSE Xen hosts intended for non-production
workloads.

Workload Templates

Workload templates are used to create business service workloads. A workload template defines the
following:

¢ The VM template used to create the workload.

¢ Resource customizations to apply to the workload. For example, if the VM template provides 2
CPUs, you can increase that number to 4 CPUs.

¢ The license and setup costs associated with a workload created from the template.

You create a catalog of workload templates from which users can choose when requesting business
services. Depending on the needs of your users, you might have many workload templates. The
examples in the following illustration are based on workload operating system, but you might have
workload templates that provide not only the operating system but also applications or other
services.

Windows Server 2008 64-bit Windows Server 2003 32-bit

aHH/' pﬁﬂ/’

VM Template: WinServer2008_64 VM Template: WinServer2003_32
Operating System: Microsoft Windows Server Operating System: Microsoft Windows Server
2008 64-bit 2003 32-bit
Hypervisor: Hyper-V Hypervisor: VMWare
CPUs: 2 CPUs: 4
Memory: 4 GB Memory: 12 GB

NICs: 2 NICs: 4

Additional Disks: 2 (800 GB) Additional Disks: 2 (2000 GB)

SUSE Linux Enterprise Server 10 64-bit

VM Template:
Operating System:

Hypervisor:
CPUs:

Memory:

NICs:

Additional Disks:

SLES10_64

SUSE Linux Enterprise Server
10 SP2 64-bit

Xen

4

8 GB

3

3 (1500 GB)

The Cloud Manager Environment
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3.3

Service Levels

Service levels are associated with resource groups. They determine how much it costs to run business
service workloads on the resources (vCPUs, memory, networks, and storage). They can also include
performance expectations for those resources as well as the level of IT support provided for
workloads running. The performance and support expectations, referred to as service level
objectives, can also have costs associated with them.

Consider the following service levels:

Platinum Service Level

Resource Group: Business Critical
Resource Cost: $1500 per month

Objectives: 99% availability
2 hour response time
Objectives Cost: $ 2000 per month

Gold Service Level

Resource Group: Business Standard
Resource Cost: $1000 per month

Objectives: 98% availability
8 hour response time
Objectives Cost: $1200 per month

g Bronze Service Level

Resource Group: Non Production
Resource Cost: $ 500 per month

Objectives: 97% availability
24 hour response time
Objectives Cost: $ 600 per month

The Platinum service level runs workloads in the Business Critical resource group and sets service
objectives of 99% availability and 2 hour response time for support issues. It has the highest resource
cost and objectives cost. The other two service levels provide slightly lower resource quality and
service objectives for the workloads at a lesser cost.

NetlQ Cloud Manager Product Overview



3.4

Organizations and Business Groups

An organization represents a tenant for which you are providing Cloud services. A business group is
a subunit within the organization for which business services are deployed. An organization must
have at least one business group. Typically, an organization represents a company and business
groups represent the departments or cost centers that need to deploy business services.

=

NetlQ Organization
—
§ Organization Members Research Business Group <
* Henrie E (Organization Manager) Resource Groups: RG1
* Paul R (Sponsor) Templates: Windows Server 2008 64-bit
« Juliet J (Business Service Owner) Windows Server 2003 32-bit
* Anne C (Business Service Owner
—
EEE— Resource Groups Web Services Business Group <¢—
* RG1 N Resource Groups: RG1, RG2
- Hosts:vSphere Cluster 1 Templates: Windows Server 2008 64-bit
- Service Levels:Platinum, Gold Windows Server 2003 32-bit
RG2 SLES 64-bit

- Hosts:Xen Host 1, Xen Host 2
- Service Levels:Sliver, Bronze

> I Workload Templates
Aw/ * Windows Server 2008 64-bit

* Windows Server 2003 32-bit
» SUSE Linux Enterprise Server 64-bit

To provide organizations with the resources needed to deploy business services, resource groups and
workload templates are assigned to organizations. In the illustration above, two resource groups
(RG1 and RG2) and three workload templates (Windows Server 2008 64-bit, Windows Server 2008 32-
bit, and SUSE Linux Enterprise Server 64-bit) are assigned to the NetIQ organization.

Because an organization’s business groups might not need access to the same resources and
workload templates, the organization’s resources and workload templates must be assigned to the
business units. In the above illustration, the organization has two business groups (Research and Web
Services). Both resource groups and all three workload templates are assigned to the Web Services
business group to be used for its business services, but only one resource group and two templates
are assigned to the Research business group for its business services.

Users are added as organization members and given roles within the organization. A role provides
rights to perform specific activities, such as deploying business services or managing the
organization’s membership. In the above illustration, both Juliet ] and Anne C have the Business
Service Owner role for the organization. This allows them to create business services for both the
Research and Web Services business groups. It is also possible to assign a user a role at the business

The Cloud Manager Environment 19



group level rather than at the organization level. For example, if Juliet ] was assigned the Business
Service Owner role for the Research business group rather than for the organization, she could create
business services only for the Research business group.
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411

Basic Orchestration Concepts

This section contains the followings information:

*

*

Section 4.1, “Understanding Cloud Manager Orchestration Architecture,” on page 21

Section 4.2, “Understanding Orchestration Functionality,” on page 30

Understanding Cloud Manager Orchestration Architecture

This section contains information about the following topics:

*

*

*

*

Section 4.1.1, “The Orchestration Server,” on page 21

Section 4.1.2, “The Orchestration Agent,” on page 23

Section 4.1.3, “The Resource Monitor,” on page 23

Section 4.1.4, “The Orchestration Console and Command Line Tools,” on page 24
Section 4.1.5, “Entity Types and Managers,” on page 24

Section 4.1.6, “Jobs,” on page 26

Section 4.1.7, “Constraint-Based Job Scheduling,” on page 29

The Orchestration Server

The NetIQ Cloud Manager Orchestration Server is an advanced datacenter management solution
designed to manage all network resources. It provides the infrastructure that manages group of ten,
one hundred, or thousands of physical or virtual resources.

The Orchestration Server can perform a wide range of distributed processing problems including

high performance computing, and breaking down work, including VM life cycle management, into

jobs that can be processed in parallel through distributed job scheduling.

The following figure shows a high-level perspective of how the Orchestration Server fits into Cloud

Manager architecture.

Basic Orchestration Concepts
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Figure 4-1 Cloud Manager Orchestration Architecture
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The Orchestration Server is the gateway between enterprise applications and resource servers. The

server has two primary functions:

¢ To manage the resource servers

¢ To manage jobs to run on the computing resource

In the first function, the server manages the computing resources by collecting, maintaining, and
updating their status availability, service cost, and other facts. Changes to the computing resources

can be made by the administrator.

The second function of the server is to run remote applications—called jobs—on the computing
resources. The Orchestration Server uses a policy-based broker and scheduler to decide when and
how a job should run on the computing resources. The decisions are based on many controlled
factors, including the number of computing resources, their cost, and a variety of other factors as
specified by the policy constraints set up by the server administrator. The Orchestration Server runs
the job and provides all the job’s output responses back to the user. The server provides failover
capabilities to allow jobs to continue if computing resources and network conditions degrade.

The core strength of the Orchestration Server is the capability to automatically, rapidly, and securely
create and scale heterogeneous virtual environments by using specialized VM provisioning adapter
jobs that discover VMs already existing in various hypervisor environments, such as VMware,

Microsoft Hyper-V, Citrix XenServer, Xen, and KVM. Once the VMs are discovered, they can be
cloned and then provisioned as workloads to suit the business service needs of Cloud Manager users.
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4.1.2 The Orchestration Agent

Agents are installed on all managed resources as part of the product deployment. The agent connects
every managed resource to its configured server and advertises to the Orchestration Server that the
resource is available for tasks. This persistent and auto-reestablishing connection is important
because it provides a message bus for the distribution of work, collection of information about the
resource, per-job messaging, health checks, and resource failover control.

After resources are enabled, Cloud Manager Orchestration can discover, access, and store detailed
abstracted information—called “facts” —about every resource. Managed resources, referred to as
“nodes,” are addressable members of the Orchestration Server “grid” (also sometimes called the
“matrix”). When integrated into the grid, nodes can be deployed, monitored, and managed by the
Orchestration Server, as discussed in Section 4.2, “Understanding Orchestration Functionality,” on
page 30.

An overview of Cloud Manager Orchestration grid architecture is illustrated in the figure below,
much of which is explained in this guide:

Figure 4-2 Cloud Manager Orchestration Grid Architecture
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4.1.3 The Resource Monitor

Cloud Manager Orchestration enables the monitoring of your system computing resources by using
its built-in Resource Monitor.
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4.1.5

The Orchestration Console and Command Line Tools

The Orchestration Console and the Orchestration command line tools (sometimes called the
“Orchestration Clients”) let a computing resource administrator troubleshoot, initiate, change, or
shut down server functions for the Orchestration Server and its computing resources. The clients also
monitor all managed computing resource job activity and provide facilities to manage application
jobs. When you install the Clients on a computing resource, you are installing the following tools:

¢ zos command line interface

¢ zosadmin command line interface

¢ Orchestration Console

¢ Java SDK (toolkit)
The Orchestration Console is a graphical user interface running on Java. It provides a way for the
server administrator to troubleshoot and to initiate, change, or shut down the functioning of the
Orchestration Server and its resources. It also functions as a monitor of all Orchestration job activity,

and it provides an interface for managing Orchestration Server jobs. For more information about the
console, see the NetIQ Cloud Manager Component Reference.

Entity Types and Managers

The following entities are some of key components of the Orchestration Server model:

¢ “Resources” on page 24

¢ “Users” on page 25

¢ “Job Definitions” on page 25

¢ “Job Instances” on page 25

¢ “Policies” on page 25

¢ “Facts” on page 25

¢ “Constraints” on page 26

¢ “Groups” on page 26

¢ “VM: Hosts, Images, and Instances” on page 26

¢ “Templates” on page 26

Resources

All managed resources, which are called nodes, have an agent with a socket connection to the
Orchestration Server. All resource use is metered, controlled, and audited by the Orchestration
Server. Policies govern the use of resources.

The Orchestration Server allocates resources by reacting as load is increased on a resource. As soon as
we go above a threshold that was set in a policy, a new resource is allocated and consequently the
load on that resource drops to an acceptable rate.

You can also write and jobs that perform cost accounting to account for the cost of a resource up
through the job hierarchy, periodically, about every 20 seconds. For more information, see “Auditing
and Accounting Jobs” on page 29.

A collection of jobs, all under the same hierarchy, can cooperate with each other so that when one job
offers to give up a resource it is reallocated to another similar priority job. Similarly, when a higher
priority job becomes overloaded and is waiting on a resource, the system “steals” a resource from a
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lower priority job, thus increasing load on the low priority job and allocating it to the higher priority
job. This process satisfies the policy, which specifies that a higher priority job must complete at the
expense of a low priority job.

Users

An Orchestration user is an individual who authenticates to the Orchestration Server for the purpose
of managing (that is, running, monitoring, canceling, pausing, stopping, or starting) a deployed job,
or a user who authenticates through the Cloud Manager Web Console or a Cloud Manager mobile
client to manage virtual machines. The Orchestration Server administrator can use the Orchestration
Console to identify users who are running jobs and to monitor the jobs that are currently running or
that have run during the current server session.

Orchestration Server users must authenticate to access the system. Access and use of system
resources are governed by policies. For more information, see “The User Object” in the NetIQ Cloud
Manager Component Reference.

Job Definitions

A job definition is described in the embedded enhanced Python script that you create as a job
developer. Each job instance runs a job that is defined by the Job Definition Language (JDL). Job
definitions might also contain usage policies.

Job Instances

Jobs are instantiated at runtime from job definitions that inherit policies from the entire context of the
job (such as users, job definitions, resources, or groups).

Policies

Policies are XML documents that contain various constraints and static fact assignments that govern
how jobs run in the Cloud Manager Orchestration environment.

Policies are used to enforce quotas, job queuing, resource restrictions, permissions, and other job
parameters. Policies can be associated with any Orchestration Server object.

Facts

Facts represent the state of any object in the Orchestration Server grid. They can be discovered
through a job or they can be explicitly set.

Facts control the behavior a job (or joblet) when it’s executing. Facts also detect and return
information about that job in various Uls and server functions. For example, a job description that is
set through its policy and has a specified value might do absolutely nothing except return
immediately after network latency.

The XML fact element defines a fact to be stored in the Grid object’s fact namespace. The name, type
and value of the fact are specified as attributes. For list or array fact types, the element tag defines list
or array members. For dictionary fact types, the dict tag defines dictionary members.

Facts can also be created and modified in JDL and in the Java Client SDK.
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4.1.6

There are three basic types of facts:

¢ Static: Facts that require you to set a value. For example, in a policy, you might set a value to be
False. Static facts can be modified through policies.

¢ Dynamic: Facts produced by the Orchestration Server system itself. Policies cannot override
dynamic facts. They are read only and their value is determined by the Orchestration Server
itself.

¢ Computed: Facts derived from a value, like that generated from the cell of a spreadsheet.
Computed facts have some kind of logic behind them which derive their values..

See the example, /opt/novell/zenworks/zos/server/examples/allTypes.policy. Thisexample
policy has an XML representation for all the fact types.

Constraints

The constraint element of a policy can define the selection and allocation of Grid objects (such as
resources) in a job. The required type attribute of a constraint defines the selection of the resource

type.

For example, in order for the Orchestration Server to choose resources for a job, it uses a “resource”
constraint type. A resource constraint consists of Boolean logic that executes against facts in the
system. Based upon this evaluation, the Orchestration Server considers only resources that match the
criteria that have been defined in constraints.

Groups

Resources, users, job definitions and virtual machines (VM) are managed in groups with group
policies that are inherited by members of the group.

VM: Hosts, Images, and Instances

A virtual machine host is a resource that is able to run guest operating systems. Attributes (facts)
associated with the VM host control its limitations and functionality within the Orchestration Server.
A VM image is a resource image that can be cloned and/or provisioned. A VM instance represents a
running copy of a VM image.

Templates

Templates are images that are meant to be cloned (copied) prior to provisioning the new copy.

Jobs

The Orchestration Server manages all nodes by administering jobs (and the functional control of jobs
at the resource level by using joblets), which control the properties (facts) associated with every
resource. In other words, jobs are units of functionality that dispatch data center tasks to resources on
the network such as management, migration, monitoring, load balancing, etc.

The Orchestration Server provides a unique job development, debugging, and deployment
environment that expands with the demands of growing data centers.

As ajob developer, your task is to develop jobs to perform a wide array of work that can be deployed
and managed by the Orchestration Server.
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Jobs, which run on the Orchestration Server, can provide functions within the Orchestration
environment that might last from seconds to months. Job and joblet code exist in the same script file
and are identified by the . jd1 extension. The . jd1 script contains only one job definition and zero or
more joblet definitions. A .jd1 script can have only one Job subclass. As for naming conventions, the
Job subclass name does not have to match the .5d1 filename; however, the .jdl filename is the
defined job name, so the .jdl filename must match the .job filename that contains the . jdl script.
For example, the job files (demoIterator.jdl and demoIterator.policy) included in the
demoIterator example job are packaged into the archive file named demoIterator.job, so in this
case, the name of the job is demoIterator.

A job file also might have policies associated with it to define and control the job’s behavior and to
define certain constraints to restrict its execution. A . jd1 script that is accompanied by a policy file is
typically packaged in a job archive file (. job). Because a . job file is physically equivalent to a Java
archive file (. jar), you can use the JDK JAR tool to create the job archive.

Multiple job archives can be delivered as a management pack in a service archive file (SAR) identified
with the .sar extension. Typically, a group of related files are delivered this way. For example, the
Xen30 management pack is a SAR.

As shown in the following illustration, jobs include all of the code, policy, and data elements
necessary to execute specific, predetermined tasks administered either through the Cloud Manager
Orchestration Console, or from the zos command line tool.

Figure 4-3 Components of a Job (my . job,)
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Because each job has specific, predefined elements, jobs can be scripted and delivered to any agent,
which ultimately can lead to automating almost any datacenter task. Jobs provide the following
functionality:

¢ “Controlling Process Flow” on page 28

*

“Parallel Processing” on page 28
¢ “Managing the Cluster Life Cycle” on page 28

¢ “Discovery Jobs” on page 28
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¢ “System Jobs” on page 29
¢ “Provisioning Jobs” on page 29

¢ “Auditing and Accounting Jobs” on page 29

Controlling Process Flow

Jobs can written to control all operations and processes of managed resources. Through jobs, the
Orchestration Server manages resources to perform work. Automated jobs (written in JDL), are
broken down into joblets, which are distributed among multiple resources.

Parallel Processing

By managing many small joblets, the Orchestration Server can enhance system performance and
maximize resource use.

Managing the Cluster Life Cycle

Jobs can detect demand and monitor health of system resources, then modify clusters automatically
to maximize system performance and provide failover services.

Discovery Jobs

Some jobs provide inspection of resources to more effectively management assets. These jobs enable
all agents to periodically report basic resource facts and performance metrics. In essence, these
metrics are stored as facts consisting of a key word and typed-value pairs like the following example:

resource.loadaverage=4.563, type=float

Jobs can poll resources and automatically trigger other jobs if resource performance values reach
certain levels.

The system job scheduler is used to run resource discovery jobs to augment resource facts as
demands change on resources. This can be done on a routine, scheduled basis or whenever new
resources are provisioned, new software is installed, bandwidth changes occur, OS patches are
deployed, or other events occur that might impact the system.

Consequently, resource facts form a capabilities database for the entire system. Jobs can be written
that apply constraints to facts in policies, thus providing very granular control of all resources as
required. All active resources are searchable and records are retained for all off-line resources.

The following osInfo.job example shows how a job sets operating system facts for specific
resources:

resource.cpu.mhz (integer) e.g., "800" (in Mhz)
resource.cpy.vendor (string) e.g. "GenuineIntel"
resource.cpu.model (string) e.g. "Pentium III"
resource.cpu.family (string) e.g. "ié86"

osInfo.job is packaged as a single cross-platform job and includes the Python-based JDL and a
policy to set the timeout. It is run each time a new resource appears and once every 24 hours to
ensure validity of the resources..
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4.1.7

System Jobs

Jobs can be scheduled to periodically trigger specific system resources based on specific time
constraints or events. As shown in the following figure, the Orchestration Server provides a built-in
job scheduler that enables you or system administrators to flexibly deploy and run jobs.

Figure 4-4 The Job Scheduler
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