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About NetlQ Corporation

NetlQ, an Attachmate business, is a global leader in systems and security management. With more
than 12,000 customers in over 60 countries, NetlQ solutions maximize technology investments and
enable IT process improvements to achieve measurable cost savings. The company’s portfolio
includes award-winning management products for IT Process Automation, Systems Management,
Security Management, Configuration Audit and Control, Enterprise Administration, and Unified
Communications Management. For more information, please visit www.netig.com.

Contacting Sales Support

For questions about products, pricing, and capabilities, please contact your local partner. If you
cannot contact your partner, please contact our Sales Support team.

Worldwide: www.netig.com/about_netig/officelocations.asp
United States and Canada: 1-888-323-6768
Email: info@netig.com
Web Site: www.netig.com

Contacting Technical Support

For specific product issues, contact our Technical Support team.

Worldwide: www.netig.com/support/contactinfo.asp
North and South America: 1-713-418-5555

Europe, Middle East, and Africa: +353 (0) 91-782 677

Email: support@netig.com

Web Site: www.netig.com/support

Contacting Documentation Support

Our goal is to provide documentation that meets your needs. If you have suggestions for
improvements, click comment on this topic at the bottom of any page in the HTML versions of the
documentation posted at www.netig.com/documentation. You can also email Documentation-
Feedback@netiq.com. We value your input and look forward to hearing from you.
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Contacting the Online User Community

Qmunity, the NetlQ online community, is a collaborative network connecting you to your peers and
NetlQ experts. By providing more immediate information, useful links to helpful resources, and
access to NetlQ experts, Qmunity helps ensure you are mastering the knowledge you need to realize
the full potential of IT investments upon which you rely. For more information, please visit http://
community.netiq.com.
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About This Guide

This guide provides information about using PlateSpin Migrate.

+ Chapter 1, “PlateSpin Migrate Feature Overview,” on page 13

+ Chapter 2, “Post-Installation Configuration,” on page 27

+ Chapter 3, “Getting Started with PlateSpin Migrate,” on page 57

+ Chapter 4, “Working with the PlateSpin Migrate Web Interface,” on page 89

¢ Chapter 5, “Workload Portability with Peer-to-Peer Workload Migrations,” on page 117
+ Chapter 6, “Windows Workload Portability with a PlateSpin Image,” on page 137

+ Chapter 7, “Essentials of Workload Migration Jobs,” on page 145

+ Chapter 8, “MigrateAgent Utility,” on page 181

+ Appendix A, “Linux Distributions Supported by Migrate,” on page 185

+ Appendix B, “Using the PlateSpin Migrate Command Line Interface,” on page 195

+ Appendix C, “Rebranding the PlateSpin Migrate Web Interface,” on page 221

+ Appendix D, “Synchronizing Serial Numbers on Cluster Node Local Storage,” on page 227
+ Appendix E, “Frequently Asked Questions,” on page 229

+ Appendix F, “Troubleshooting PlateSpin Migrate,” on page 231

+ Appendix G, “Reference of Tables,” on page 237

+ “Glossary” on page 239

Audience

This guide is intended for IT staff, such as data center administrators and operators, who use
PlateSpin Migrate in their ongoing workload migration projects.

Additional Documentation

This guide is part of the PlateSpin Migrate documentation set. For a complete list of publications
supporting this release, visit the PlateSpin Migrate Online Documentation Web Site.

Documentation Updates

The most recent version of this guide can be found at the PlateSpin Migrate Online Documentation
Web Site.
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PlateSpin Migrate Feature Overview

PlateSpin Migrate enables you to migrate heterogeneous workloads across x86-based physical,
virtual, image, and cloud infrastructures in your data center. It decouples the workload infrastructure
from its software (operating system, applications, and data) to allow any-to-any migrations. Migrate
provides tools to easily discover workloads and hosts in your environment. You can efficiently plan,
configure, execute, and test migrations from a single client or web-based interface. A visual
dashboard tracks project health and metrics. With Migrate, you can dramatically increase project
predictability, migration speed, and success ratios, which help reduce the costs for your migration
projects.

¢ Section 1.1, “About Workload Portability,” on page 13
¢ Section 1.2, “Supported Configurations,” on page 17

*

Section 1.3, “Supported Transfer Methods,” on page 21
+ Section 1.4, “Security and Privacy,” on page 23

*

Section 1.5, “Performance,” on page 24

About Workload Portability

PlateSpin Migrate automates the migration of workloads among physical, virtual machine, volume
imaging, and cloud. PlateSpin Migrate 12.1 introduces support for migration of workloads to Microsoft
Azure.

Figure 1-1 Workload Portability

Virtual Machines

Physical Servers
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Table 1-1 Workload Portability Operations

Category of Operation Migration Infrastructures

Workload Portability: Peer-to-peer + Physical to Virtual (P2V)
* Virtual to Virtual (V2V)
+ Virtual to Physical (V2P)
+ Physical to Physical (P2P)

Workload Portability: Imaging + Physical to Image (P2l)
+ Virtual to Image (V2I)
+ Image to Virtual (12V)
+ Image to Physical (12P)

Workload Portability: Cloud + Physical to Microsoft Azure (P2C)
+ Virtual to Microsoft Azure (V2C)

PlateSpin Migrate supports multiple workload types and virtualization platforms. Imaging is supported
for workloads with Microsoft Windows operating systems. For a more detailed list of supported
workloads and infrastructures, see “Supported Configurations” on page 17.

PlateSpin Migrate also provides a Web Interface that supports large scale migration of workloads to
VMware containers.Do not use the PlateSpin Migrate Client and the PlateSpin Migrate Web Interface
interchangeably to perform the migration tasks during the migration process of a workload. NetlQ
Corporation strongly recommends that you either use the PlateSpin Migrate Client or the PlateSpin
Migrate Web Interface throughout the migration cycle of a workload. For information about the tasks
you can perform using the PlateSpin Migrate Client and the PlateSpin Migrate Web Interface, see
Section 1.1.3, “Migration Tasks Matrix for PlateSpin Migrate Client and PlateSpin Migrate Web
Interface,” on page 15.

PlateSpin Migrate 12.1 enhances the Web Interface to let you migrate Windows and Linux workloads
to Microsoft Azure. For information about the Windows and Linux workloads that you can migrate to
Microsoft Azure, see “Supported Windows and Linux Workloads For Migration to Microsoft Azure” on
page 20

¢ Section 1.1.1, “Business Applications for PlateSpin Migrate,” on page 14

¢ Section 1.1.2, “Workload Migration Tasks,” on page 15

+ Section 1.1.3, “Migration Tasks Matrix for PlateSpin Migrate Client and PlateSpin Migrate Web
Interface,” on page 15

Business Applications for PlateSpin Migrate

PlateSpin Migrate is designed to be used for the following scenarios:

+ Consolidation. Automating large-scale migrations of physical machines to virtual machines,
accelerating consolidation projects, and reducing administrative effort and errors.

+ Migration. Moving fully configured workloads from old hardware to new hardware without
rebuilding the entire software stack.

+ Test Lab Deployment. Consolidating test lab workloads by running multiple virtual machines on
a single VM host, quickly deploying virtual test lab environments with ease, and replicating an
entire production environment in matter of hours or days.

PlateSpin Migrate 12.1 User Guide



1.1.2

1.1.3

+ Maintenance and Support Agreement Integrity. De-virtualizing workloads along with the
applications installed on them and moving them back to physical machines over the network so
that the support agreements can remain valid.

+ Machine Provisioning. Easily capturing an entire library of hardware-independent PlateSpin
Images and deploying them to new infrastructures over the network without manually configuring
the hardware, drivers, and so on.

+ Continuous Workload Optimization. Moving workloads to and from any geographical location,
onto any platform, in any direction. Workloads can be virtualized or de-virtualized during ongoing
and continuous optimization of resources.

Workload Migration Tasks

PlateSpin Migrate enables you to define, save, schedule, execute, and monitor the following
migration tasks.

Table 1-2 PlateSpin Migrate Workload Migration Tasks

Task Description

Copy Workload Results in a virtual or physical duplicate of a selected physical or virtual workload,
except that the new workload is assigned a new network identity. Use this
migration task when you intend to keep the source workload operational.

Move Workload Results in an exact virtual or physical duplicate of a selected physical or virtual
workload. Use this migration task when you intend to retire or repurpose the
original infrastructure.

Server Sync Synchronizes a virtual or physical workload with another virtual or physical
workload without transferring the entire source volume data over the network.

Capture Image Creates an image of a physical or virtual workload as a single entity, in PlateSpin
Image format.

Deploy Image Converts a PlateSpin Image into a booted or bootable workload on a physical or
virtual machine.

Migration Tasks Matrix for PlateSpin Migrate Client and
PlateSpin Migrate Web Interface

To migrate a workload, you should either use the PlateSpin Migrate Client or the PlateSpin Migrate
Web Interface throughout the migration cycle of the workload.

The following table lists the tasks that you can perform using the PlateSpin Migrate Client and the
PlateSpin Migrate Web Interface:

Tasks PlateSpin PlateSpin
Migrate Client Migrate web
Interface
Monitor workload migration workflow X v
Discover Windows standalone workloads v v
Discover Windows cluster workloads v v

PlateSpin Migrate Feature Overview 15



Tasks PlateSpin PlateSpin
Migrate Client Migrate web

Interface
Discover Linux standalone workloads v v
Discover Linux cluster workloads X X
Discover target VMware hosts v v
Discover target non-VMware hosts v X
Migrate to physical machines v X
Migrate to VMware hosts v v
Migrate to non-VMware hosts v X
Migrate to Azure Cloud X v
Migrate to image v X
Migrate Windows workloads with block-based transfer X v
Migrate Linux workloads with block-based transfer v v
Migrate Windows workloads with file-based transfer v v
Migrate Linux workloads with file-based transfer v X
Migrate Windows clusters with block-based transfer v v
Migrate workloads using live transfer v v
Migrate workloads using offline transfer v X
Schedule incremental replication X v
Migrate staged workloads using imaging v X
Support post migration scripts v X
Add new disks during migration v X
Change disk volume mapping for target workload v X
Migrate a VM to a vCenter folder X v
Move a VM to a resource pool v v
Set compression level v v
Throttle bandwidth v v
Set encryption v v
Create tags X v
View workload migration report v v
View workload migration status reports X v
Add or remove licenses v v
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Tasks PlateSpin PlateSpin
Migrate Client Migrate web

Interface
Check licenses status v v
Use security groups X v

1.2 Supported Configurations

¢ Section 1.2.1, “Supported Source Workloads,” on page 17
+ Section 1.2.2, “Supported Target Virtualization Platforms,” on page 20

1.2.1 Supported Source Workloads

PlateSpin Migrate supports the following operating system families:

+ Microsoft Windows
* Linux
The following topics provide more details:
¢ “Supported Microsoft Windows Workloads” on page 17

+ “Supported Linux Workloads” on page 19
+ “Supported Windows and Linux Workloads For Migration to Microsoft Azure” on page 20

NOTE: Not all workloads are supported on all target VM platforms. For details, see KB Article
7012976 (https://www.netiq.com/support/kb/doc.php?id=7012976).

Supported Microsoft Windows Workloads

For the Windows platform, PlateSpin Migrate supports the following portability features:

+ Workload portability: Peer-to-peer migrations (P2V, V2V, V2P, P2P).
+ Peer-to-peer workload synchronization with Server Sync (P2V, V2V, P2P, V2P).
+ Workload portability: Migrations to Microsoft Azure (P2C, V2C).

Table 1-3 Supported Microsoft Windows Workloads

Operating System Remarks

Windows Server 2012 and 2012 R2

Windows Server 2008 and 2008 R2 Including domain controller (DC) systems and Small
Business Server (SBS) editions

Migration of Windows Server 2008 R2 SPO to Hyper-
V is not supported because Microsoft no longer
supports it. See Microsoft TechNet Website.

Windows Server 2003 R2
Windows Server 2003 SP 1 and later

PlateSpin Migrate Feature Overview 17
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Operating System

Remarks

Windows 2000 Server SP 4 with Update Rollup 1

Windows Server 2012 R2 Cluster
Windows Server 2008 R2 Cluster
Windows Server 2003 R2 Cluster

You can use the Web Interface or the Migrate Client
to migrate supported Windows Server clusters. See
Section 5.5, “Migrating Windows Clusters,” on

page 131.

PlateSpin Migrate does not support migration of
Windows Server clusters to the following target
infrastructures:

+ Images

+ Microsoft Azure

Windows 8 and 8.1

Windows 7

Windows Vista SP 1 and later

Supports only the Business/Enterprise and Ultimate
versions.

Windows XP SP 1 and later

NOTE: Only NTFS files systems are supported.

PlateSpin Migrate supports the following localized versions of source Windows workloads:

+ English

+ French

+ German

+ Japanese

+ Chinese (traditional and simplified)

Workload Firmware (UEFI and BIOS) Support: PlateSpin Migrate mirrors the Microsoft support of
UEFI or BIOS-based Windows workloads. It transfers workloads (both File and Block-based transfers
are supported) from source to target while enforcing the supported firmware for the respective source
and target operating systems. When any migration between UEFI and BIOS systems are initiated,
Migrate analyzes the transition and alerts you about its validity.

NOTE: If you are migrating UEFI-based workload onto vSphere target container and you want to
continue using the same firmware boot mode, you need to target a vSphere 5.0 container or newer.

The following are examples of Migrate behavior when doing conversion between UEFI and BIOS-

based systems:

+ When transferring a UEFI-based workload to a VMware vSphere 4.x container (which does not
support UEFI), Migrate transitions the workload’s UEFI firmware to BIOS firmware.

+ When migrating a UEFI-based source on a BIOS-based target, Migrate converts the UEFI
system’s boot disks, which were GPT, to MBR disks. When migrating BIOS workload on a UEFI-
based target, Migrate converts the BIOS system's boot disks, which are MBR, to GPT disks.
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Supported Linux Workloads

For the Linux platform, PlateSpin Migrate the following portability features:

+ Live peer-to-peer and Offline workload portability support (P2P, P2V, V2P, V2V), including
workload synchronization with Server Sync.

+ Support for EXT2, EXT3, EXT4, REISERFS, XFS Linux file systems.

IMPORTANT

+ Workload imaging is not supported in Linux workloads.
+ Migration of UEFI-based Linux workloads to Hyper-V target container is not supported.

+ Conversion between UEFI and BIOS based Linux systems is not supported.

Some of the supported Linux versions require that you compile the PlateSpin bl kwat ch module for
your specific kernel. Those workloads are called out explicitly.

For information about the pre-compiled versions of the bl kwat ch driver for many non-debug Linux
distributions (32-bit and 64-bit) that PlateSpin Migrate includes, see Appendix A, “Linux Distributions
Supported by Migrate,” on page 185.

Table 1-4 Supported Linux Workloads

Distribution Remarks

¢ CentOS 4.x, 5.%, 6.x, 7 (For ESX)
¢ CentOS 5.x, 6.%, 7 (For Hyper-V)

Red Hat Enterprise Linux (RHEL) AS/ES/ For RHEL 6.7, 7, 7.1, and 7.2: Only BIOS-based workloads are
WS 4,5,5.1-5.11, 6, 6.1- 6.7,7,7.1,7.2  supported.

SUSE Linux Enterprise Server (SLES) 9, The SLES 11 SP2 (32-bit) with kernel 3. 0. 13- 0. 27- pae is not
10, 11 (SP1, SP2, SP3, SP4) supported. The kernel for this version of SLES must be upgraded
to 3. 0. 51- 0. 7. 9- pae so that conversion works.

For SLES 11 SP4: Only BIOS-based workloads are supported.

Oracle Enterprise Linux (OEL) + Same level of support as that for workloads running RHEL.
+ Workloads using the Unbreakable Enterprise Kernel are not
supported.
Red Hat Linux 8 32-bit systems only

NOTE

+ Linux-based source workloads must be running a Secure Shell (SSH) server.
+ Live transfer is supported for these Linux workloads:

¢ RHEL 4,5, 6.x, 7.x

¢ SLES 9,10, 11
+ Migration of encrypted volumes is not supported.
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1.2.2

Supported Windows and Linux Workloads For Migration to Microsoft
Azure

PlateSpin Migrate 12.1 enhances the Web Interface to let you migrate the following Windows and
Linux workloads to Microsoft Azure:

Windows:

+ Microsoft Windows Server 2012 R2
+ Microsoft Windows Server 2012
+ Microsoft Windows Server 2008 R2

Linux:

+ Red Hat Enterprise Linux (RHEL) 7.1
+ Red Hat Enterprise Linux (RHEL) 6.7
¢ SUSE Linux Enterprise Server (SLES) 11 SP4
¢ SUSE Linux Enterprise Server (SLES) 11 SP3

NOTE: Migration of UEFI workloads to Microsoft Azure is not supported.

For information about using the Web Interface to migrate workloads to Microsoft Azure, see
Chapter 4, “Working with the PlateSpin Migrate Web Interface,” on page 89.

Supported Target Virtualization Platforms

The following is a list of supported virtualization platforms. For more details on supported
configurations, as well as the most up-to-date list, see KB Article 7012976 (https://www.netiqg.com/
support/kb/doc.php?id=7012976).

IMPORTANT: You need an OS license for the migrated target workload. For Azure target workloads,
you must provide Azure with the license information or you will be charged for the OS license.

Table 1-5 Supported Target Virtualization Platforms

Platform Notes

VMware vCenter 4.1, including Updates 1, 2, and 3 | For creating the target VM disk using Raw Device

- - Mapping (RDM), use Semi-Automated Workload
VMware vCenter 5.0, including Updates 1, 2,and 3 | vjrualization Using the X2P Workflow.

VMware vCenter 5.1, including Updates 1 and 2

VMware vCenter 5.5, including Updates 1 and 2

VMware vCenter 6.0
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Platform

Notes

VMware ESX 4.1, including Updates 1, 2, and 3

VMware ESXi 4.1, including Updates 1, 2, and 3

VMware ESXi 5.0, including Updates 1, 2, and 3

VMware ESXi 5.1, including Updates 1 and 2

VMware ESXi 5.5, including Updates 1 and 2

VMware ESXi 6.0

All ESXi versions must have a paid license; migration is

unsupported with these systems if they are operating
with a free license.

For creating the target VM disk using Raw Device
Mapping (RDM), use Semi-Automated Workload
Virtualization Using the X2P Workflow.

Microsoft Windows Server 2012 Hyper-V

Microsoft Windows Server 2012 R2 Hyper-V

Migration of UEFI-based Linux workloads to Hyper-V
target container is not supported.

Microsoft Windows Server 2008 R2 Hyper-V

Supported through Semi-Automated Workload
Virtualization Using the X2P Workflow.

Migration of UEFI-based Linux workloads to Hyper-V
target container is not supported.

Citrix XenServer 6, 6.1, 6.2, 6.5

Supported through Semi-Automated Workload
Virtualization Using the X2P Workflow.

SUSE Linux Enterprise Server (SLES) 11 SP3
XEN, SLES 11 SP3 KVM

* Fully virtualized guests are supported.

+ Supported through Semi-Automated Workload
Virtualization Using the X2P Workflow.

Red hat Enterprise Linux (RHEL) 6.4 - 7 KVM

Supported through Semi-Automated Workload
Virtualization Using the X2P Workflow.

Supported Transfer Methods

Depending on the selected workload and the migration type, PlateSpin Migrate enables you to select
different methods for transferring workload data from the source to the target.

For information on how to select a transfer method, see “Specifying Conversion Options” on

page 147.

¢ Section 1.3.1, “File-Level Transfer (Live),” on page 21

+ Section 1.3.2, “Block-Level Transfer (Live),” on page 22

+ Section 1.3.3, “Offline Transfer with Temporary Boot Environment,” on page 22

File-Level Transfer (Live)

The File-Based Live Transfer method, available for Windows workloads, copies data and replicates

changes at the file level.

To ensure data consistency, this method leverages the Microsoft Volume Shadow Copy Service
(VSS) if available. Many enterprise apps are integrated with VSS; for those which are not, PlateSpin
Migrate provides the capability to briefly pause services while the VSS snapshot is captured, to
ensure that the data of those applications is captured in a consistent state.
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1.3.2

1.3.3

If VSS unavailable (for example, in workloads running Windows Server 2003 with no service packs or
Windows Server 2000), PlateSpin Migrate monitors source volumes for changes while transferring
data. When the initial transfer is complete, migrate re-sends any files that have changed. If the rate of
file system changes is consistently high, data transfer is stopped and a job progress warning is
shown.

You can configure your migration job to stop high-transaction services, such as Microsoft SQL Server
or Microsoft Exchange Server, during the transfer (see “Handling Source Workload Services or
Daemons During Live Transfer (Windows and Linux)” on page 166). This has two benefits:

+ [t ensures that the databases of these applications are transferred in a more consistent state.

+ |t reduces the rate of file system changes so that PlateSpin Migrate is able to keep up with them
and complete the transfer.

This method might be appropriate for moderately active systems and it provides you with the
capability to resize your volumes on the target workload.

Block-Level Transfer (Live)

The Block-Based Live Transfer method, available for both Windows and Linux workloads, enables
PlateSpin Migrate to transfer data at the block level, providing an exact copy of the source workload.

For Windows workloads, PlateSpin Migrate leverages the Microsoft Volume Snapshot Service (VSS)
(Windows 2003 SP1 and later) with applications and services that support VSS.

For Linux workloads, Migrate supports only block-based data transfer with a blkwatch driver. The
Migrate distribution includes precompiled blkwatch drivers for workloads running the standard, non-
debug kernels of supported Linux distributions. See Section A.2, “Pre-compiled “blkwatch” Driver
Support (Linux Distros),” on page 186.

If your workloads have a non-standard, customized, or newer kernel, you can build a custom
blkwatch driver for your specific kernel. See Knowledgebase Article 7005873 How to Build a Custom
Block-Based Linux Kernel Driver (https://www.netig.com/support/kb/doc.php?id=7005873)).

NOTE: Deployment or removal of the blkwatch driver is transparent, has no continuity impact, and
requires no intervention and no reboot.

The blkwatch driver leverages LVM snapshots if they are available. Copying data from the snapshot
helps avoid potential open file conflicts. See Knowledgebase Article 7005872 Using LVM Snapshots
for Migrating and Protecting Linux Workloads (https://www.netig.com/support/kb/
doc.php?id=7005872). If LVM snapshots are not available, Migrate locks and releases each block in
turn for data transfer.

The Block-Based Live Transfer method is the preferred data transfer method for both Windows and
Linux workloads.

Offline Transfer with Temporary Boot Environment

This method enables PlateSpin Migrate to boot your source machine into a temporary pre-execution
environment and transfer the data while the source is offline. This method is not applicable with the
PlateSpin Migrate Web Interface.
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NOTE: The Offline Transfer method lets you migrate the following workloads:

+ Windows Server 2000 SPO (or prior to SP4)
+ Windows Server 2003 SP0O

Before you use the Offline Transfer method to migrate a Windows Server 2003 workload, you must
do the following:

1. Edit the boot . i ni file on the workload to set the / noexecut e parameter to al waysof f .
2. Restart the workload.

The pre-execution environment underlying the Offline transfer method makes use of a Linux
Ramdisk, which contains a minimal set of system files, drivers, and executables, sufficient for an
initial, temporary boot. To ensure that the source operating system properly loads and operates in the
temporary pre-execution environment, PlateSpin Migrate temporarily modifies its boot files and
restores them to their original state after the pre-execution environment has successfully loaded.

The Ramdisk is also used to temporarily boot target physical machines in X2P migrations, as well as
to boot target VMs in semi-automated migrations.

See also, Section 3.3.6, “Discovering Target Physical Machines,” on page 67, and “Semi-Automated
Workload Virtualization Using the X2P Workflow” on page 122.

Security and Privacy

PlateSpin Migrate provides several features to help you safeguard your data and increase security.

¢ Section 1.4.1, “Security of Workload Data in Transmission,” on page 23
+ Section 1.4.2, “Security of Client-Server Communications,” on page 24
+ Section 1.4.3, “Security of Credentials,” on page 24

+ Section 1.4.4, “User Authorization and Authentication,” on page 24

Security of Workload Data in Transmission

To make the transfer of your workload data more secure, you can configure your migration jobs to
encrypt the data in transit to the target. When encryption is enabled, over-the-network data transfer
from the source to the target is encrypted by using AES (Advanced Encryption Standard).

You can configure your PlateSpin Server to use a data encryption algorithm that is compliant with
FIPS (Federal Information Processing Standards, Publication 140-2). If compliance with FIPS is
required, it must be set up on your system prior to the PlateSpin Server installation. See “Enabling
Support for FIPS-Compliant Data Encryption Algorithms (Optional)” in your Installation Guide.

For information on how to enable replication for a migration job, see “Specifying Conversion Options”
on page 147.

If FIPS is enabled in the source workload, you must do the following before you migrate the workload:

1 Inthe address bar of a web browser, type the following URL to launch the PlateSpin Server
Configuration Settings page:
htt ps:// Your _Pl at eSpi n_Ser ver/ pl at espi nconfi gurati on/

2 Log in as Administrator.

3 Locate the Enf or ceFI PSConpl i ance parameter and click Edit to change its value to t r ue.

PlateSpin Migrate Feature Overview 23



1.4.2

1.4.3

144

1.5

151

4 Click Save.

After you modify the settings in the configuration tool, it might take up to 30 seconds for the
change to take reflect on the interface. You need not reboot or restart the services.

5 Discover the FIPS enabled source workload.

Security of Client-Server Communications

Data transmission between the PlateSpin Server and the PlateSpin Migrate Client can be configured
to use either HTTP (default) or HTTPS (Secure Hypertext Transfer Protocol). To secure data
transmission between the client and the server, enable SSL on your PlateSpin Server host and use
HTTPS when specifying the server URL. See “Connecting to a PlateSpin Server” on page 57.

Security of Credentials

Credentials that you use to access sources and targets in workload migration jobs are:
+ Cached, encrypted, and securely stored by the PlateSpin Migrate Client, by using operating
system APIs.

+ Stored in the PlateSpin Migrate database and are therefore covered by the same security
safeguards that you have in place for PlateSpin Server hosts.

+ Included within diagnostics, which are accessible to accredited users. You should ensure
workload migration projects are handled by authorized staff.

User Authorization and Authentication

PlateSpin Migrate provides a role-based user authorization and authentication mechanism. See
Section 2.2, “Setting Up User Authorization and Authentication,” on page 31.

NOTE: If you have installed a PlateSpin Migrate Server localized for one language and a PlateSpin
Migrate Client localized for a different language, do not use authorization credentials that include any
language-specific characters. Using such characters in the login credentials causes
miscommunication between the client and the server: the credentials are rejected as invalid.

Performance

¢ Section 1.5.1, “About Product Performance Characteristics,” on page 24
¢ Section 1.5.2, “Data Compression,” on page 25

¢ Section 1.5.3, “Bandwidth Throttling,” on page 25

+ Section 1.5.4, “Scalability,” on page 25

About Product Performance Characteristics

The performance characteristics of your PlateSpin Migrate product depend on a number of factors,
including:

+ Hardware and software profiles of your source and target

+ Hardware and software profiles of your PlateSpin Server host

+ The specifics of your network bandwidth, configuration, and conditions
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+ The number of your source workloads’ volumes and their sizes

+ File density (number of files per unit of capacity) on your source workloads’ volumes

+ Source /O levels (how busy your workloads are)

+ The number of concurrent migrations and the number and type of the targets

+ Whether data encryption is enabled or disabled

+ Whether data compression is enabled or disabled
For planning large-scale workload migrations, you should perform a test migration of an average
workload and use the result as a benchmark, fine-tuning your metrics regularly throughout the
project. In addition to the data transfer process, also consider the other phases that a migration job
goes through, as applicable to your project:

+ Preparation and network setup

+ Source workload and target machine discovery

+ Target configuration

Data Compression

If necessary, PlateSpin Migrate can compress the workload data before transferring it over the
network. This enables you to reduce the overall amount of data transferred during a workload
migration job.

Compression ratios depend on the type of files on a source workload’s volumes, and might vary from
approximately 0.9 (L0OMB of data compressed to 90 MB) to approximately 0.5 (100MB compressed
to 50MB).

NOTE: Data compression utilizes the source workload’s processor power.

Data Compression can be configured per migration job. You can also specify a default compression
value to be applied globally (see “Default Job Values” on page 47).

Bandwidth Throttling

PlateSpin Migrate enables you to control the amount of available bandwidth consumed by direct
source-to-target communication over the course of a workload migration; you can specify a
throughput rate for each migration job. This provides a way to prevent migration traffic from
congesting your production network and reduces the overall load of your PlateSpin Server.

Bandwidth throttling is a parameter of a workload migration job’s configuration properties. See
“Specifying Network Options” on page 147.

Scalability

You can set up multiple workload migrations and run them simultaneously. Scalability testing
performed with VMware ESX hosts suggests the following benchmark recommendations:

+ Multiple migrations to a single VM server: no more than 10
+ Multiple migrations against multiple VM servers (ESX): no more than 40

For a Migrate Server with 8GB RAM and 4 CPUs, you can use the PlateSpin Migrate Web Interface to
discover 200 workloads.
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Post-Installation Configuration

This section provides information on typical, usually one-time configuration tasks following product
installation. For installation information, see your Installation Guide.

+ Section 2.1, “PlateSpin Migrate Product Licensing,” on page 27

¢ Section 2.2, “Setting Up User Authorization and Authentication,” on page 31

+ Section 2.3, “Access and Communication Requirements across your Migration Network,” on
page 40

+ Section 2.4, “Configuring PlateSpin Migrate Default Options By Using the PlateSpin Migrate
Client,” on page 43

+ Section 2.5, “Configuring PlateSpin Server Behavior through Configuration Parameters,” on
page 50

PlateSpin Migrate Product Licensing

This section provides information about licensing and activating your PlateSpin Migrate product, as
well as managing your license keys using the PlateSpin Migrate Client.

You can also use the PlateSpin Migrate Web Interface to configure the product license. For more
information about using the PlateSpin Migrate Web Interface for configuring the product license, see
the Working with PlateSpin Migrate Web Interface section in the PlateSpin User Guide on the
Documentation Website.

NOTE: You cannot use the Licenses that you purchased for PlateSpin Migrate 9.3 and later versions
with PlateSpin Migrate 9.2 and prior versions.

+ Section 2.1.1, “Activating Your Product License,” on page 27
¢ Section 2.1.2, “How Licensing Works,” on page 29

¢ Section 2.1.3, “Using the License Manager,” on page 30

¢ Section 2.1.4, “License Splitting,” on page 31

Activating Your Product License

For product licensing, you must have a license activation code. If you do not have a license activation
code, request one through the Customer Center Web site (https://www.netig.com/center/). A Micro
Focus representative will contact you and provide the license activation code.

When you launch the PlateSpin Migrate Client for the first time after installation, the License
Activation Wizard opens and prompts you to activate your product license.
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Figure 2-1 License Activation Wizard

Activate License on http:/ /localhost/PlateSpinMigrate x|

Select Activation
TANetia.
o = Online Activation (Requires Internet Access)
HatESpin'Migrate ™ Offline Activation (Requires license file)

Cancel

You have two options for activating your product license: online or offline.

+ “Online Activation” on page 28
+ “Offline Activation” on page 28

Online Activation

Online activation requires that your PlateSpin Migrate Client have Internet access.

NOTE: HTTP proxies might cause failures during online activation. If you are using an HTTP proxy
server and are having problems with online activation, try the offline activation method.

1 In the License Wizard, select the Online Activation option and click Next.

2 Enter the e-mail address that you provided when placing your order, and the activation code you
received.

The PlateSpin Migrate Client obtains the required license over the Internet and activates the
product.

Offline Activation

For offline activation, you obtain a license key over the Internet by using a machine that has Internet
access.

1 In the License Wizard, select the Offline Activation option and click Next.
The Activate License dialog box is displayed:
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Activate License on http:/ /localhost/PlateSpinMigrate =]

~5Select license file

-‘Mth Your hardware D is:
o | oWaoSjdewlgSYEHAIKCHPkkdfnCBg=

PlateSpin® Migrate To create a license key file, please access:
hitp:/www. plates pin.com/productactivation/ActivateOrder.as

|

Select license key file

e Next Cancel |

2 Save your hardware ID for use in the next steps.

3 Use a computer with Internet access to obtain a license key through the Web-based license

activation utility (http://www.platespin.com/productactivation/ActivateOrder.aspx).

To obtain a license key, you must have a Novell account. If you are an existing PlateSpin

customer and you don’t have a Novell account, you must first create one. Use your existing
PlateSpin username (a valid e-mail address registered with PlateSpin) as input for your Novell

account username.
4 Save your new license key in a location accessible to your PlateSpin Migrate Client.

5 In the License Wizard, type the full path to, or browse to and select, the PlateSpin Migrate
license file, then click Next.

The product is activated based on the selected license.

How Licensing Works

PlateSpin Migrate licenses are sold on a per-workload basis. A license entitles you to an unlimited

number of migrations on a specific number of workloads. With every migration, a workload unit of the

license is assigned to either the source or the target. The machine that has the workload unit

assigned to it can subsequently be migrated an unlimited number of times. Each time a workload is

assigned, the Workloads remaining number is decremented.

The following is a summary of workload assignment behavior by portability task.

Table 2-1 PlateSpin Migrate Workload License Assignment by Migration Type

Task Workload Assignment Behavior

Copy Workload A workload license remains with the source.

Move Workload A workload license is transferred from the source to the target.
Server Sync Not applicable

Capture Image A workload license is assigned to the source and remains with it
Deploy Image Not applicable
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Using the License Manager

Use the License Manager to manage product licensing, add and delete license keys, generate
licensing reports, view activation codes, and reset workload licensing. If you have multiple license
keys and you want to select a specific, non-default license key for a particular migration job, see
Section 7.1, “Selecting a License Key for a Migration Job,” on page 146.

+ “Managing Available License Keys” on page 30
+ “Managing Workload Designations” on page 31

To access the License Manager, in your PlateSpin Migrate Client, click Tools > License Manager.

Managing Available License Keys

You can manage available license keys on the License Manager’'s Available License Keys tab (in
your PlateSpin Migrate Client, click Tools > License Manager > Available License Keys).

Figure 2-2 Available License Keys

i -
i License Manager

Awailable License Feps I Workload Designations |

=191 x|

tadule Ewxpiry Date | Conversio | Conwversions rem | Workloads | “Workloads remar | Mumber of Ser

Unlimited  Unlimited Unlimited  Unlimited Unlimited

PC-DEY-unlimited 243042020

Cumently Dizcovered Servers: G

Delete | Wiew Activation Code(z]... Generate Licensing Feport. .. [Dane |

4

The tab displays the license name (Module) along with its expiry date and entitlements. These
depend on the license type. The Number of Servers column indicates the number of machines you
can discover. This is generally the same as the number of machines that you can migrate. Use the
buttons at the bottom for related license management tasks:

Table 2-2 License Manager Command Buttons

Command Description
Add Adds licenses.
Delete Deletes expired licenses.

View Activation Code(s)

Generate Licensing Report

Select a license and click this button to see the activation code and
the date it was activated.

Creates a *. psl file that is used by Technical Support to
troubleshoot licensing issues.
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Managing Workload Designations

You can manage workload licensing on the License Manager’s Workload Designations tab (in your
PlateSpin Migrate Client, click Tools > License Manager > Workload Designations).

The tab lists workloads with assigned licenses. In the PlateSpin Migrate Client Servers view, each of
these servers has a key icon adjacent to it.

You can reset workload licensing so that a license is no longer assigned to a particular machine. For
example, you might want to do this when decommissioning servers that are already in the inventory
of the PlateSpin Server.

To reset workload licensing:
1 On the License Manager’'s Workload Designations tab, select the required workload and click
Transfer Selected Workload.
The Transfer License dialog box is displayed.

2 Use the displayed Workload Transfer Request string to obtain a workload transfer code from the
License Entitlement Web portal (http://www.platespin.com/entitlementmgr/). Log in with
credentials associated with your purchase order.

You must have a Novell account. If you are an existing PlateSpin customer and you don’t have a
Novell account, you must first create one. Use your existing PlateSpin username (a valid e-mail
address registered with PlateSpin) as input for your Novell account username.

3 Return to the License Manager and specify the newly obtained transfer code. Click Next.
PlateSpin Migrate resets the selected workload.

License Splitting

A license entitles you to one instance of PlateSpin Migrate per workload. Depending on the license
you purchased, you can split a license either on a per-migration or a per-workload basis.

You can only split a license that has not yet been activated. For example, you can split a per-workload
license of 1000 workloads into one license covering 400 workloads and another covering 600
workloads. You can split a per-migration license for 3000 migrations into one license for 1200
migrations and one license for 1800 migrations.

For assistance with multi-license scenarios, especially if you are uncertain how to utilize licenses
across your network environment, see KB Article 7920876 (https://www.netig.com/support/kb/
doc.php?id=7920876).

Setting Up User Authorization and Authentication

PlateSpin Migrate’s user authorization and authentication mechanism is based on user roles, and
controls application access and operations that users can perform. The mechanism is based on
Integrated Windows Authentication (IWA) and its interaction with Internet Information Services (l1S).

NOTE: If you have installed a PlateSpin Migrate Server localized for one language and a PlateSpin
Migrate Client localized for a different language, do not use authorization credentials that include any
language-specific characters. Using such characters in the login credentials causes
miscommunication between the client and the server: the credentials are rejected as invalid.
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PlateSpin Migrate’s user auditing functionality is provided through the capability to log user actions
(see “Setting Up User Activity Logging” on page 39).

+ Section 2.2.1, “PlateSpin Migrate Roles,” on page 32

+ Section 2.2.2, “Assigning PlateSpin Migrate Roles to Windows Users,” on page 34

+ Section 2.2.3, “Setting Up PlateSpin Migrate Multitenancy on VMware,” on page 34

+ Section 2.2.4, “Setting Up User Activity Logging,” on page 39

PlateSpin Migrate Roles

A PlateSpin Migrate role is a collection of PlateSpin Migrate privileges that entitle a particular user to
perform specific actions. During installation, the PlateSpin Migrate installation program creates three
local Windows groups on the PlateSpin Server host: PlateSpin Migrate Administrators, PlateSpin
Migrate Power Users, and PlateSpin Migrate Operators. These groups map directly to the three
PlateSpin Migrate roles that control user authorization and authentication:

Group for PlateSpin Group for PlateSpin Migrate Web Description
Migrate Client Users Interface Users

PlateSpin Administrators Workload Conversion Administrators  Have unlimited access to all features and
functions of the application. A local
administrator is implicitly part of this group.

PlateSpin Power Users  Workload Conversion Power Users Have access to most features and functions
of the application with some limitations, such
as restrictions in the capability to modify
system settings related to licensing and
security.

PlateSpin Operators Workload Conversion Operators Have access to a limited subset of system
features and functions, sufficient to maintain
day-to-day operation.

When a user attempts to connect to a PlateSpin Server, the credentials provided through the
PlateSpin Migrate Client are validated by IIS. If the user is not a member of one of the PlateSpin
Migrate roles, connection is refused. If the user is a local administrator on the PlateSpin Server host,
that account is implicitly regarded as a PlateSpin Migrate Administrator.

The Permission details for the PlateSpin Migrate roles depends on whether you use the PlateSpin
Migrate Client or the PlateSpin Migrate Web Interface for migrating the workloads:

+ For information on PlateSpin Migrate Roles and permission details when you use PlateSpin
Migrate Client to perform the workload migration, see Table 2-3 on page 32.

+ For information on PlateSpin Migrate Roles and permission details when you use PlateSpin
Migrate Web Interface to perform the workload migration, see Table 2-4 on page 34.

Table 2-3 PlateSpin Migrate Roles and Permission Details For PlateSpin Migrate Client Users

Role Details Administrators Power  Operators
Users

Licensing: Add, delete licenses; transfer workload licenses Yes No No

Machines: Discover, undiscover Yes Yes No
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Role Details Administrators Power  Operators
Users
Machines: Delete virtual machines Yes Yes No
Machines: View, refresh, export Yes Yes Yes
Machines: Import Yes Yes No
Machines: Export Yes Yes Yes
PlateSpin Migrate Networks: Add, delete Yes No No
Jobs: Create new job Yes Yes No
Jobs: View, abort, change start time Yes Yes Yes
Imaging: View, start synchronization in existing contracts Yes Yes Yes
Imaging: Consolidate increments, apply increments to base, delete  Yes Yes No
increments, install/delete image servers
Block-Based Transfer Components: Install, upgrade, remove Yes Yes No
Device Drivers: View Yes Yes Yes
Device Drivers: Upload, delete Yes Yes No
PlateSpin Server access: View Web services, download client Yes Yes Yes
software
PlateSpin Server settings: Edit settings that control user activity Yes No No
logging and SMTP notifications
PlateSpin Server settings: Edit all server settings except those that Yes Yes No
control user activity logging and SMTP notifications
Run Diagnostics: Generate detailed diagnostic reports on jobs. Yes Yes Yes
Post-conversion Actions: Add, update, delete Yes Yes No
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2.2.3

Table 2-4 PlateSpin Migrate Roles and Permission Details For PlateSpin Migrate Web Interface Users

Role Details Administrators Power Users Operators
Add Workload Yes Yes No
Remove Workload Yes Yes No
Configure Migration Yes Yes No
Prepare Migration Yes Yes No
Run Full Replication Yes Yes Yes
Run Incremental Replication Yes Yes Yes
Pause/Resume Schedule Yes Yes Yes
Test Cutover Yes Yes Yes
Cutover Yes Yes Yes
Abort Yes Yes Yes
Settings (All) Yes No No
Run Reports/Diagnostics Yes Yes Yes

Assigning PlateSpin Migrate Roles to Windows Users

To allow specific Windows domain or local users to carry out specific PlateSpin Migrate operations
according to designated role, add the required Windows domain or user account to the applicable
Windows local group (PlateSpin Administrators, PlateSpin Power Users, or PlateSpin Operators) on
the PlateSpin Server host. For more information, see your Windows documentation.

Setting Up PlateSpin Migrate Multitenancy on VMware

PlateSpin Migrate includes unique user roles (and a tool for creating them in a VMware datacenter)
that make it possible non-administrative VMware users (or “enabled users”) to perform Migrate
lifecycle operations in the VMware environment. These roles makes it possible for you, as a service
provider, to segment your VMware cluster to allow multitenancy: where multiple Migrate containers
are instantiated in your datacenter to accommodate Migrate customers or “tenants” who want to keep
their data and evidence of their existence separate from and inaccessible to other customers who
also use your datacenter.

This section includes the following information:

¢ “Using Tools to Define VMware Roles” on page 35

+ “Assigning Roles In vCenter” on page 36
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Using Tools to Define VMware Roles

PlateSpin Migrate requires certain privileges to access and perform tasks in the VMware
Infrastructure (that is, VMware “containers”), making the Migrate workflow and functionality possible
in that environment. Because there are many of these required privileges, NetlQ has created a file
that defines the minimum required privileges and aggregates them respectively into three VMware
custom roles:

+ PlateSpin Virtual Machine Manager

+ PlateSpin Infrastructure Manager

+ PlateSpin User
This definition file, Pl at eSpi nRol e. xm , is included in the PlateSpin Migrate Server installation. An

accompanying executable, Pl at eSpi n. VMwar eRol eTool . exe, accesses the file to enable the
creation of these custom PlateSpin roles in a target vCenter environment.

This section includes the following information:

+ “Basic Command Line Syntax” on page 35

+ “Additional Command Line Parameters and Flags” on page 35

+ “Tool Usage Example” on page 36

+ “(Option) Manually Defining the PlateSpin Roles in vCenter” on page 36

Basic Command Line Syntax

From the location where the role tool was installed, run the tool from the command line, using this
basic syntax:

Pl at eSpi n. VMhar eRol eTool . exe / host =[ host nane/1P] /user=[user nane] /role=[the
role definition file name and | ocation] /create

NOTE: By default, the role definition file is located in the same folder with the role definition tool.

Additional Command Line Parameters and Flags

Apply the following parameters as needed when you use Pl at eSpi n. VMnaar eRol eTool . exe to create
or update roles in vCenter:

/create (mandatory) Creates the roles defined by the / r ol e parameter

/get_all _privileges Display all server-defined privileges

Optional Flags

linteractive Run the tool with interactive options that allow you to choose to
create individual roles, check role compatibility, or list all compatible
roles.

/ passwor d=[ passwor d] Provide the VMware password (bypasses the password prompt)

/ ver bose Display detailed information

Post-Installation Configuration 35



36

Tool Usage Example

Usage: Pl at eSpi n. VMvar eRol eTool . exe / host =houst on_sal es /user =pedrom /
rol e=Pl at eSpi nRol e. xm /create

Resulting Actions:

1. The role definition tool runs on the houst on_sal es vCenter server, which has an administrator
with the user name pedr om

2. In the absence of the / passwor d parameter, the tool prompts for the user password, which you
enter.

3. The tool accesses the role definition file, Pl at eSpi nRol e. xnl , which is located in the same
directory as the tool executable (there was no need to further define its path).

4. The tool locates the definition file and is instructed (/ cr eat e) to create the roles defined in the
contents of that file in the vCenter environment.

5. The tool accesses the definition file and creates the new roles (including the appropriate
minimum privileges for defined, limited access) inside vCenter.

The new custom roles are to be assigned to users later in vCenter.

(Option) Manually Defining the PlateSpin Roles in vCenter

You use the vCenter client to manually create and assign the PlateSpin custom roles. This requires
creating the roles with the enumerated privileges as defined in Pl at eSpi nRol e. xm . When you
create manually, there is no restriction on the name of the role. The only restriction is that the role
names you create as equivalents to those in the definition file have all of the appropriate minimum
privileges from the definition file.

For more information about how to create custom roles in vCenter, see Managing VMWare
VirtualCenter Roles and Permissions (http://www.vmware.com/pdf/vi3_vc_roles.pdf) in the VMware
Technical Resource Center.

Assigning Roles In vCenter

As you set up a multitenancy environment, you need to provision a single Migrate server per
customer or “tenant.” You assign this Migrate server an enabled user with special Migrate VMware
roles. This enabled user creates the Migrate container. As service provider, you maintain this user's
credentials and do not disclose them to your tenant customer.

The following table lists the roles you need to define for the enabled user. It also includes more
information about the purpose of the role:

vCenter Role Assignment Propagate More Information
Container for Specifics Instructions
Role

Assignment

Root of vCenter | Assign the enabled user | Forsecurity reasons, | This role is needed to monitor tasks

inventory tree. the PlateSpin define the being performed by the Migrate
Infrastructure Manager permission as non- software and to end any stale VMware
(or equivalent) role. propagating. sessions.
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vCenter
Container for
Role
Assignment

Role Assignment
Specifics

Propagate
Instructions

More Information

All datacenter
objects where
the enabled user
needs access

Assign the enabled user
the PlateSpin
Infrastructure Manager
(or equivalent) role.

For security reasons,
define the
permission as non-
propagating.

This role is needed to allow access to
the datacenter’s datastores for file
upload/download.

Define the permission as non-
propagating.

Each cluster to
be added to
Migrate as a
container, and
each host
contained in the
cluster

Assign the enabled user
the PlateSpin
Infrastructure Manager
(or equivalent) role.

Propagation is at the
discretion of the
VMware
administrator.

To assign to a host, propagate the
permission from the cluster object or
create an additional permission on
each cluster host.

If the role is assigned on the cluster
object and is propagated, no further
changes are necessary when you add
a new host to the cluster. However,
propagating this permission has
security implications.

Each Resource
Pool where the
enabled user
needs access.

Assign the enabled user
the PlateSpin Virtual
Machine Manager (or
equivalent) role.

Propagation is at the
discretion of the
VMware
administrator.

Although you can assign access to
any number of Resource Pools in any
location in the tree, you must assign
the enabled user this role on at least
one Resource Pool.

Each VM folder
where the
enabled user
needs access

Assign the enabled user
the PlateSpin Virtual
Machine Manager (or
equivalent) role.

Propagation is at the
discretion of the
VMware
administrator.

Although you can assign access to
any number of VM Folders in any
location in the tree, you must assign
the enabled user this role on at least
one folder.

Each Network
where the
enabled user
needs access.

Distributed
Virtual Networks
with a dvSwitch
and a
dvPortgroup

Assign the enabled user
the PlateSpin Virtual
Machine Manager (or
equivalent) role.

Propagation is at the
discretion of the
VMware
administrator.

Although you can assign access to
any number of networks in any
location in the tree, you must assign
the enabled user this role on at least
one folder.

+ To assign the correct role to the
dvSwitch, propagate the role on
the Datacenter (resulting in an
additional object receiving the
role) or place the dvSwitch in a
folder and assign the role on that
folder.

+ For a standard portgroup to be
listed as an available network in
the Migrate Ul, create a definition
for it on every host in the cluster.
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vCenter Role Assignment Propagate More Information
Container for Specifics Instructions
Role

Assignment

Each Datastore | Assign the enabled user | Propagationis atthe | The enabled user must have been

and Datastore the PlateSpin Virtual discretion of the assigned this role on at least one
Cluster where Machine Manager (or VMware Datastore or Datastore Cluster.
the enabled user | equivalent) role. administrator.

needs access For Datastore Clusters, the

permission must be propagated to the
contained datastores. Not providing
access to an individual member of the
cluster causes both prepare and full
replications to fail

The following table shows the role you can assign to the customer or tenant user.

vCenter Container for Role Assignment Propagate Instructions  More Information

Role Assignment Specifics

Each resource pool(s) and Assign the tenant user the Propagation is at the This tenant is a member of
folder(s) where the PlateSpin User (or discretion of the VMware the PlateSpin

customer's VMs will be equivalent) role. administrator. Administrators group on
created. the PlateSpin Migrate

server and is also on the
vCenter server.

If the tenant will be
granted the ability to
change the resources
used by the VM (that is,
networks, ISO images,
and so forth), grant this
user the necessary
permissions on those
resources. For example, if
want to you allow the
customer to change the
network where their VM is
attached, this user should
be assigned the Read-
only role (or better) on all
of the networks being
made accessible to the
customer.

The figure below illustrates a Virtual Infrastructure in the vCenter console. The objects labeled in blue
are assigned the Infrastructure Manager role. The objects labeled in green are assigned the Virtual
Machine Manager role. The tree does not show VM folders, Networks and Datastores. Those objects
are assigned the PlateSpin Virtual Machine Manager role.
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Figure 2-3 Roles assigned in vCenter
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Security Implications of Assigning VMware Roles

PlateSpin software uses an enabled user only to perform protection lifecycle operations. From your
perspective as a service provider, an end user never has access to the enabled user’s credentials
and is unable to access the same set of VMware resources. In an environment where multiple
Migrate servers are configured to use the same vCenter environment, Migrate prevents possibilities
for cross-client access. The major security implications include:

*

With the PlateSpin Infrastructure Manager role assigned to the vCenter object, every enabled
user can see (but not affect) the tasks performed by every other user.

Because there is no way to set permissions on datastore folders/subfolders, all enabled users
with permissions on a datastore have access to all other enabled users’ disks stored on that
datastore.

With the PlateSpin Infrastructure Manager role assigned to the cluster object, every enabled
user is able to turn off/on HA or DRS on the entire cluster

With the PlateSpin User role assigned at the storage cluster object, every enabled user is able to
turn off/on SDRS for the entire cluster

Setting the PlateSpin Infrastructure Manager Role on the DRS Cluster object and propagating
this role allows the enabled user to see all VMs placed in the default resource pool and/or default
VM folder. Also, propagation requires the administrator to explicitly set the enabled user to have
a “no-access” role on every resource pool/VM folder that he or she should not have access to.

Setting the PlateSpin Infrastructure Manager Role on the vCenter object allows the enabled user
to end sessions of any other user connected to the vCenter.

NOTE: Remember, in these scenarios, different enabled users are actually different instances of the
PlateSpin software.

Setting Up User Activity Logging

By default, PlateSpin Migrate records all user activities in a log file,
Pl at eSpi n. User Acti vi t yLoggi ng. | og, located on your PlateSpin Server host, in the following
directory:

..\PlateSpin Mgrate Server\l ogs.

The format of an individual log entry is:

dat e| Cat egory| description|user|detailsl|details2

The Cat egor y element describes the functional area applicable to a particular action, such as
Security, I nvent ory (discovery operations), Li censeManagenent , or M gr at i on (workload
portability operations).

Elements det ai | s1 and det ai | s2 depend on the Cat egory and provide additional information if
applicable.
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Below is an example of a log entry recording the login action of a user with the domain account
MyDonai n\ John. Sni t h.

2008-09-02 14:14: 47| Security| User |ogged i n| MyDomai n\John. Smith

When the size of a log file reaches a specified value, it is rolled over to a new file with a sequential
number appended to the name:

Pl at eSpi n. User Act i vi t yLoggi ng. | og. 1
Pl at eSpi n. User Act i vi t yLoggi ng. | og. 2
Pl at eSpi n. User Act i vi t yLoggi ng. | og. 3

When the number of log files reaches a specified value, the system starts overwriting the oldest file
each time a rollover is performed.

To enable or disable user activity logging, and to specify log file size and rollover options:
1 In the PlateSpin Migrate Client, click Tools > Options.

2 Click the Logging tab.
3 Specify the required options, then click OK.

Access and Communication Requirements across
your Migration Network

This section provides information about setting up user authorization and authentication, configuring
your network environment, and managing your product’s default settings and behavior.

+ Section 2.3.1, “Requirements for Discovery,” on page 40

+ Section 2.3.2, “Requirements for Migration,” on page 41

+ Section 2.3.3, “Migrations Across Public and Private Networks through NAT,” on page 42

Requirements for Discovery

The following table lists software, network, and firewall requirements that systems in your
environment must meet for the discovery and inventory process. For information about the actual
discovery procedures, see Section 3.3, “Discovering Source Workloads and Migration Targets,” on
page 64.

Table 2-5 Network Communication Prerequisites for Discovery Operations

System Prerequisites

All workloads Ping (ICMP echo request and response) support

All Windows sources and * Microsoft .NET Framework version 2.0 SP2 or 3.5 SP1

Hyper-V hosts . . . L
P + Credentials with local or domain admin privileges
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System

Prerequisites

* Windows 7
+ Windows 8, 8.1

+ Windows Server
2008

+ Windows Server
2008 R2

* Windows Server
2012

+ Windows Server
2012 R2

* Windows Server
2012 with Hyper-V

* Windows Server
2012 R2 with
Hyper-V

1.

Built-in Admi ni st rat or or a domain account credentials (mere membership
in the local Administrators group is insufficient).

. The Windows Firewall configured to allow File and Printer Sharing. Use one

of these options:

¢ Option 1, using Windows Firewall: Use the basic Windows Firewall
Control Panel item (fi rewal | . cpl ) and select File and printer Sharing
in the list of exceptions.

-OR -

¢ Option 2, using Firewall with Advanced Security: Use the Windows
Firewall with Advanced Security utility (wf . nsc) with the following
Inbound Rules enabled and set to Al | ow:

* File and Printer Sharing (Echo Request - ICMPv4In)

¢ File and Printer Sharing (Echo Request - ICMPv6In)

* File and Printer Sharing (NB-Datagram-In)

¢ File and Printer Sharing (NB-Name-In)

* File and Printer Sharing (NB-Session-In)

¢ File and Printer Sharing (SMB-In)

* File and Printer Sharing (Spooler Service - RPC)

+ File and Printer Sharing (Spooler Service - RPC-EPMAP)

3. (Conditional) If the volumes are encrypted with the BitLocker disk encryption
feature, they must be unlocked.
All Linux sources + Secure Shell (SSH) server
Citrix Xen Server ¢ Open port 22 (TCP)
*

Root-level access. For information on using an account other than root, see
KB Article 7920711 (https://www.netiq.com/support/kb/doc.php?id=7920711).

Custom SSH ports are supported; specify the port number during discovery:
<hostname | IP_address>:port_number.

VMware ESX/ESXi
Servers

*

*

VMware account with an Administrator role

VMware Web services API and file management APl (HTTPS / port 443 TCP)

VMware vCenter Servers The user with access must be assigned the appropriate roles and permissions.

Refer to the pertinent release of VMware documentation for more information.

Requirements for Migration

The following table lists firewall requirements that systems in your environment must meet for
problem-free operation during workload migration jobs.
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Table 2-6 Network Communication Prerequisites for Workload Portability

System Open Port (Default) Remarks
PlateSpin Server hosts Either TCP 80 or + Port 80 (TCP) is required for HTTP
TCP 443 TCP communication among the PlateSpin Server,

sources, and targets.

* Port 443 (TCP) is required for HTTPS
communication (if SSL is used) between the
PlateSpin Server and the source or target

machines.
All source workloads except TCP 3725 Required for targets to initiate communication
those in image deployment during file-level data transfer, except for 12X jobs,
jobs. during which this port needs to be open on the

migration target only. For Server Sync jobs, this
port is required for both sources and targets.

All targets TCP 3725 Required for:File-based Server Sync / Image Sync

+ File-level Server Sync

+ Image synchronization jobs

All Windows sources and NetBIOS 137 - 139 Required for NetBIOS communications.

targets
All sources SMB (TCP 139, 445 Required for communication and file-level data
and UDP 137, 138) transfer during offline migration.
All Linux sources TCP 22 Required for communication during offline
migration.
Citrix Xen Server
PlateSpin Server hosts; TCP 135/445 For DCOM/RPC communication between
] PlateSpin Server and a source for taking control of
All Windows sources and rebooting the workload through WMI.

NOTE: WMI (RPC/DCOM) can use TCP ports 135
and 445 as well as random/dynamically assigned
ports above 1024.

2.3.3 Migrations Across Public and Private Networks through
NAT

In some cases, a source, a target, or PlateSpin Migrate itself, might be located in an internal (private)
network behind a network address translator (NAT) device, unable to communicate with its
counterpart during migration.

PlateSpin Migrate enables you to address this issue, depending on which of the following hosts is
located behind the NAT device:

+ PlateSpin Server: In your server’'s PlateSpin Server Configuration tool, record the additional IP
addresses assigned to that host:

1. From any Web browser, open the ht t ps: // Your _Pl at eSpi n_Server/
pl at espi nconfi gur ati on/ tool.
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2. Locate the AlternateServerAddresses server parameter, click Edit, then add additional IP
addresses, delimited by a a semicolon (;), for example:

204.50. 186. 147; 204. 50. 186. 148

+ Source: As part of that specific migration job, record the additional IP addresses assigned to
that workload. See “Specifying Network Options” on page 147.

+ Target: When you are attempting to discover a target, such as VMware ESX, specify the public
(or external) IP address in the discovery parameters.

Configuring PlateSpin Migrate Default Options By
Using the PlateSpin Migrate Client

Default options control PlateSpin Migrate’s global settings and its default behavior. To configure the
default options following installation or to reflect changes in your environment, click Tools > Options.
Review the following sections for more information:

¢ Section 2.4.1, “General Options,” on page 44

+ Section 2.4.2, “Natification Service,” on page 45

+ Section 2.4.3, “User Activity Logging,” on page 46

+ Section 2.4.4, “Default Job Values,” on page 47

¢ Section 2.4.5, “Source Service Defaults,” on page 48

+ Section 2.4.6, “Target Service Defaults,” on page 49
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2.4.1 General Options

Use this tab to restore default settings, clear saved credentials, and to specify the locations of
executable files for external applications you can launch from within the PlateSpin Migrate Client user
interface. To access this dialog box in the PlateSpin Migrate Client, click Tools > Options.

Options
Source Service Defaults | Target Service Defaults | Default Job Values |
, General | A T | Useractivitylogging |
Conversion Settings
[ " Restore Defaulis [ Clear Saved Credentials ]

~ External Application Settings
Terminal Services:

I ChlWindows'system3Zimstsc exe Browse...
S5H:
I C:\Program Files'\PlateSpin Migrate Client\putty exe Browse... |
WMware Remote Console (ESX 2):
I VmwareConsole exe Browse..
/1 WMware Remote Console cannot be found!
Whware Virtual Infrastructure Client (ESX 3):
I vpxClient.exe Browse..
£ VMware Virtual Infrastructure Client 2.0 cannot be found!
PS5 Analyzer:
I C:\Program Files\FlateSpin Migrate Client\FlateSpin Ana.\Analyzer.Client.exe Browse...
Citrix XenCenter:
I XenCenter exe Browse...

/1 Citrix XenCenter cannot be found!

Restore Defaults |
Help | (0]:4 Cancel

Restore Defaults: When this option is selected, PlateSpin Migrate resets the job configuration method
(launches the Actions dialog box after a drag-and-drop) and resumes checking for software updates on the
Client startup.

Clear Saved Credentials: Removes stored usernames and passwords for source and target machines.
External Application Settings: Use the adjacent Browse buttons to locate application executables.

Restore Defaults: Resets the paths to their defaults.
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2.4.2 Notification Service

Use this tab to specify Simple Mail Transfer Protocol (SMTP) server settings for event and job
progress notifications. To access this dialog box in the PlateSpin Migrate Client, click Tools >

Options.
Options
Source Service Defaults I Target Senvice Defaults I Default Job Yalues I
General Netification Service | User Activity Logging I
~ SMTP Server Settings
- | 192.168.1.128
Port: I 25
Reply Address: I support@platespin.com
~ SMTP Account Credentials
User Name: [ John Smith
Password: I I
Confirm Passwerd: I [

Help |

SMTP Server Settings: Specify your SMTP server’s IP address, port, and a reply address for e-mail event and
progress notifications.

SMTP Account Credentials: Provide valid credentials if your SMTP server requires authentication.

You can also configure migration progress notifications on a per-migration basis. See Section 7.2,
“Configuring Automatic Email Alerts of Job Status and Progress,” on page 146.
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2.4.3 User Activity Logging

Use this tab to specify options related to user activity logging. See “Setting Up User Activity Logging”
on page 39.

To access this dialog box in the PlateSpin Migrate Client, click Tools > Options.

Dptions

Source Service Defaults I Target Service Defaults I Default Job Values I
General I Motification Service User Activity Logging

W Enable Logging

User Activity Logging

Maximum file size before rollover (MB): I g
Maximum number of files for rollover : I ]

Help | (0]:4 Cancel

Enable Logging: When this option is selected, PlateSpin Migrate logs all user activities.

Maximum file size before rollover (MB): When the size of a log file reaches the specified value, it is rolled
over to a new file with a sequential number appended to the name.

Maximum number of files for rollover: When the number of log files reaches the specified value, the system
starts overwriting the oldest file each time a rollover is performed.
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Default Job Values

Use this tab to specify default migration job values specific to the target virtualization platform. To
access this dialog box in the PlateSpin Migrate Client, click Tools > Options.

(General | Motification Service I User Activity Logging I
Source Service Defaults | Target Service Defaults Default Job Values
Target Container Name and Path Defaults
= | ESX Variables i
Variable Name Variable Value
Caonfig Path Iroothvmware/ % SOURCE_HOSTHNAME:_
Digk Name %S0URCE_HOSTNAMEY _VM_#.%TARG
Display Name %SOURCE_HOSTNAMEY_VM
ESX3 Config Path Within Datastore %SOURCE_HOSTNAME®: WM
Canfig File Name %SOURCE_HOSTNAME: _VM.vmux
XenServer Variables =
Job Conversion Defaults
Name Value
: Encrypt File Transfer
Take Control Network Settings Static -
Take Control Duplex Settings Auto-Negotiate -
Install Whhware Tocls for ESX Yes -
Install XenServer Tools Yes -
Comprass Images with NTFS Compression Mo -
Yirtual Disk Sizing Mode Fixed -
Compression Level Mone -
Update Defaults from Server Reset

Help | ok | concel |

Target Container Name and Path Details: These variables control naming conventions for target paths and
containers. Expand a variable set and click a variable to edit its value. You can edit the following variables:

*

*

*

SOURCE_HOSTNAME: Host name of the source computer.

IMAGESERVER_LOCATION: Relevant with image server settings; specify this variable in the Image
Server Variables section.

SOURCE_VOLUME_SERIAL_NUMBER: Volume serial number of the source computer.

Job Conversion Defaults: Use this area to set defaults that affect all migration jobs. You can overwrite these
defaults when configuring actual migration jobs.

*

*

*

Encrypt File Transfer: See Security and Privacy.
Install VMware Tools for ESX/XenServer Tools: See Handling Virtualization Enhancement Software.

Compress Images with NTFS Compression: See Capturing a Workload to a PlateSpin Image.
Unrelated to data compression for over-the-network transfer.

Virtual Disk Sizing Mode: (ESX only) Fixed—space is pre-allocated for the virtual disk; Dynamic—the
virtual disk is assigned a minimum amount of space, which grows when needed.

Compression Level: See Data Compression.

Reset: Restores default job values.

Update Defaults from Server: Click to retrieve defaults from the PlateSpin Server if available.
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Use this tab to select Windows services daemons to stop on the source workload during a Live
Transfer migration. See Handling Source Workload Services or Daemons During Live Transfer
(Windows and Linux).

To access this dialog box in the PlateSpin Migrate Client, click Tools > Options.

Options
General I MNotification Service I User Activity Logging I
Source Service Defaults | Target Service Defaults I Default Job Values I
Stop Services during Transfer 4 l;

Microsoft Exchange Active Directory Topology Service
Microsoft Exchange Anti-spam Update

Micresoft Exchange EdgeSync

Micrasoft Exchange File Distribution

Microsoft Exchange IMAP4

Microsoft Exchange Information Store

Microsoft Exchange Mail Submission

Microsoft Exchange Mailbox Assistants

Add Remaove pdate Defaults from Server Reset
All Services * | Description -
Intersite Messaging Allows sending and receiving messages betw.
IF Helper Provides automatic |PvE connectivity over an .
IPSEC Policy Agent Manages |IP secunty policy and starts the [S4. —
Kerberos Key Distribution Center Generates session keys and grants servicetic.

KtmBm for Distributed Transaction Coordinator  Coordinates transactions between MSDTC an.
License Logging Service

Link-Layer Topology Discovery Mapper Creates a Metwork Map, consisting of PC and...
Logical Disk Manager Logical Disk Manager Watchdog Service

Logical Disk Manager Administrative Service Administrative service for disk managementre..

Help | (0]:% Cancel

Stop Services during Transfer section: Lists services that are stopped by default. To stop a service during
data transfer that uses a specific transfer method by default, select the corresponding check box. A deselected
check box means the service remains active during Live Transfer.

All Services section: Lists unique services on all discovered machines. Click Add to add a selected service
from the lower section to the upper section and set it to stop during the migration.

Update Defaults from Server: Retrieves defaults from PlateSpin Server.
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2.4.6

Target Service Defaults

Use this tab to select Windows services whose mode on the target is to be different from that of the
source. See Handling the Startup Mode of Services (Windows Targets).

To access this dialog box in the PlateSpin Migrate Client, click Tools > Options.

Dptions

General I MNotification Service I User Activity Logging I
Source Service Defaults Target Service Defaults | Default Job Values I
Configured Services 4 | Mode | Restore After Co
COM+ Event System Dizabled - ¥
COM+ System Application Di=zbled - v+
Background Intelligent Transfer Service Dizzbled - I
Application Management Dizzhbled - m
Automatic

Add Remaove

Update Defaults from Server Reset

All Services #
ASP.NET State Service

At Hotkey Poller

Automatic Updates

Background Intelligent Transfer Service
Base Filtering Engine

Block Level Backup Engine Service

Certificate Propagation

Citrix XenServer WinGuest Service

Description S

Pro ae i are INSiSliano £ CES 1

Provides support for out-of-process session st.

Enzbles the download and installation of cntic...
Transfers files in the background using idle_
The Base Filtering Engine (BFE) is a service t.
Engine to perform block level backup and reco..
Propagstes certificates from smart cards.

Monitors and provides various metrics to Xen.. -

Help |

(0]:% Cancel

Configure Services section: Lists services and their target startup modes. Select the Restore After

Conversion check box to use the selected mode during the migration. The service is then restored to match

the source after the migration is complete and the target machine is ready to run.

All Services section: Lists unique services on all discovered machines. Click Add to add a service to the upper
section. Use the Mode drop-down list to select the service state for the target. This is set during the

configuration step of the job.

Remove: Removes a service.

Reset: Clears the upper section. The modes of all services in the target will match those on the source.
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2.5

2.5.1

Configuring PlateSpin Server Behavior through
Configuration Parameters

Some aspects of your PlateSpin Server’s behavior are controlled by configuration parameters that
you set on a configuration Web page residing your PlateSpin Server host (htt ps://
Your _Pl at eSpi n_Ser ver/ pl at espi nconfi guration/).

Under normal circumstances you should not need to modify these settings unless you are advised to
do so by PlateSpin Support. This section provides a number of common use cases along with
information on the required procedure.

Use the following procedure for changing and applying any configuration parameters:
1 From any Web browser, open the htt ps:// Your _Pl at eSpi n_Ser ver/
pl at espi nconfi gurati on/ tool.
2 Locate the required server parameter and change its value.
3 Save your settings and exit the page.

No reboot or restart of services is required after the change is made in the configuration tool.

The following topics provide information on specific situations, in which you might need to change
product behavior using an XML configuration value.

+ Section 2.5.1, “Changing the Adapter Type Used during the Target Take Control Process of
Workload Migration to a Target VM on a Hyper-V Host,” on page 50

+ Section 2.5.2, “Increasing the Size Limit on Post-Migration Actions Uploaded to the PlateSpin
Server,” on page 51

+ Section 2.5.3, “Optimizing Data Transfer over WAN Connections,” on page 51

+ Section 2.5.4, “Other Use Cases for Making Modifications in the Web Config Tool (Advanced),”
on page 55

Changing the Adapter Type Used during the Target Take
Control Process of Workload Migration to a Target VM on a
Hyper-V Host

By default, PlateSpin Migrate selects the adapter type based on the Workload OS and Target Virtual
Machine type. To edit the adapter type used during the Target Take Control process of workload
migration to a Hyper-V target, do the following:

1 From any Web browser, open ht t ps: // Your _Pl at eSpi n_Ser ver/ pl at espi nconfi guration/.

2 Locate the Pref er edHyper VTakeCont r ol Net wor kAdapt er parameter and edit its value as
synthetic or legacy depending on your requirement.

3 Save your settings and exit the page.
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2.5.2

2.5.3

Increasing the Size Limit on Post-Migration Actions
Uploaded to the PlateSpin Server

By default, PlateSpin Migrate sets a 64 MB upload limit for each individual post-migration action,
including its dependencies. See Managing Custom Actions.

You can increase this limit by modifying the configuration setting on the PlateSpin Server'Web
configuration tool.

IMPORTANT: Decreasing the default size limit might have a negative impact on the stability of your
PlateSpin Server.

1 From any Web browser, open ht t ps: // Your _Pl at eSpi n_Ser ver/ pl at espi nconfi guration/.

2 Locate and edit the setting that defines the value of the ht t pRunt i ne element’s
maxRequest Lengt h attribute:

maxRequest Lengt h=8192

3 Replace the existing value with the required new value in kilobytes. For example, to increase the
size to 16 MB, replace 8192 with 16384

maxRequest Lengt h=16384
4 Save your settings and exit the page.

Optimizing Data Transfer over WAN Connections

You can optimize data transfer performance and fine tune it for WAN connections. You do this by
modifying configuration parameters that the system reads from settings you make in a configuration
tool residing on your PlateSpin Server host. For the generic procedure, see “Configuring PlateSpin
Server Behavior through Configuration Parameters” on page 50.

¢ “Tuning Parameters” on page 51

+ “Tuning FileTransferSendReceiveBufferSize” on page 53

Tuning Parameters

Use the file transfer configuration parameters settings to optimize data transfers across a WAN.
These settings are global and affect all replications using the file-based and VSS replications.

NOTE: If these values are modified, replication times on high-speed networks, such as Gigabit
Ethernet, might be negatively impacted. Before modifying any of these parameters, consider
consulting PlateSpin Support first.

Table 2-7 lists the configuration parameters on the PlateSpin Configuration page (htt ps://

Your Pl at eSpi n_Server/ pl at espi nconfi gur ati on/) that control file transfer speeds with the
defaults and maximum values. You can modify these values through trial-and-error testing in order to
optimize operation in a high-latency WAN environment.
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Table 2-7 Default and Optimized File Transfer Configuration Parameters

Parameter Default Value Maximum Value
Al waysUseNonVSSFi | eTr ansf er For W ndows 2003 False
Fi | eTr ansf er Conpr essi onThr eadsCount 2 N/A

Controls the number of threads used for packet-level data
compression. This setting is ignored if compression is disabled.
Because the compression is CPU-bound, this setting might
have a performance impact.

Fi | eTransf er Buf f er Thr eshol dPer cent age 10

Determines the minimum amount of data that must be buffered
before creating and sending new network packets.

Fi | eTransf er KeepAl i veTi meQutM | | i Sec 120000

Specifies ow long to wait to start sending keep alive messages if
TCP times out.

Fi | eTransf er Longer Than24Hour sSuppor t True

Fi | eTransf er Lowvenor yThr eshol dl nByt es 536870912

Determines when the server considers itself to be in a low
memory state, which causes augmentation of some networking
behavior.

Fi | eTransf er MaxBuf f er Si zeFor Lowvenor yl nByt es 5242880

Specifies the internal buffer size used in a low memory state.

Fi | eTransf er MaxBuf f er Si zel nByt es 31457280

Specifies internal buffer size for holding packet data.

Fi | eTransf er MaxPacket Si zel nByt es 1048576

Determines the largest packets that will be sent.

Fi | eTransfer M nConpr essi onLi m t 0 (disabled) max 65536 (64 KB)

Specifies the packet-level compression threshold in bytes.

Fi | eTransfer Port 3725
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Parameter Default Value Maximum Value

Fi | eTransf er SendRecei veBuf f er Si ze 0 (8192 bytes) max 5242880 (5 MB)

Defines the maximum size (in bytes) of the send and receive
buffers for TCP connections in the replication network. The
buffer size affects the TCP Receive Window (RWIN) size, which
sets the number of bytes that can be sent without TCP
acknowledgement. This setting is relevant for both file-based
and block-based transfers. Tuning the buffer size based on your
network bandwidth and latency improves throughput and
reduces CPU processing.

When the value is set to zero (off), the default TCP window size
is used (8 KB). For custom sizes, specify the size in bytes.

Use the following formula to determine the proper value:
((LINK_SPEED in Mbps / 8) * DELAY in sec)) * 1000 * 1024

For example, for a 100 Mbps link with 10 ms latency, the proper
buffer size would be:

(100/8)* 0.01 * 1000 * 1024 = 128000 byt es

For tuning information, see “Tuning
FileTransferSendReceiveBufferSize” on page 53.

Fi | eTransf er SendRecei veBuf f er Si zeLi nux 0 (253952 hytes)

Specifies the TCP/IP Receive Window (RWIN) Size setting for
file transfer connections for Linux. It controls the number of
bytes sent without TCP acknowledgement, in bytes.

When the value is set to zero (off), the TCP/IP window size
value for Linux is automatically calculated from the

Fi | eTransf er SendRecei veBuf f er Si ze setting. If both
parameters are set to zero (off), the default value is 248 KB. For
custom sizes, specify the size in bytes.

NOTE: In previous release versions, you were required to set
this parameter to 1/2 the desired value, but this is no longer

required.
Fi | eTr ansf er Shut DownTi meCut | nM nut es 1090
Fi | eTransfer TCPTi nreQut M | | i Sec 30000

Sets both the TCP Send and TCP Receive Timeout values.

Post Fi | eTransf er Acti onsRequi redTi nel nM nut es 60

Tuning FileTransferSendReceiveBufferSize
The FileTransferSendReceiveBufferSize parameter defines the maximum size (in bytes) of the send

and receive buffers for TCP connections in the replication network. The buffer size affects the TCP
Receive Window (RWIN) size, which sets the number of bytes that can be sent without TCP
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acknowledgement. This setting is relevant for both file-based and block-based transfers. Tuning the
buffer size based on your network bandwidth and latency improves throughput and reduces CPU
processing.

You can tune the FileTransferSendReceiveBufferSize parameter to optimize transfer of blocks or files
from the source servers to the target servers in your replication environment. Set the parameter on
the PlateSpin Configuration page (htt ps: // Your _Pl at eSpi n_Ser ver/ pl at espi nconfi guration/).

To calculate the optimum buffer size:

1 Determine the latency (delay) between the source server and target server.

The goal is to discover what the latency is for a packet size that approaches the MTU as closely
as possible.

la Log in to the source server as an Administrator user.

1b Enter the following at a command prompt:
# ping <target-server-ip-address> -f -1 <MIU_mi nus_28> -n 10
Typically, the - | option for pi ng adds 28 bytes in headers of the specified payload for the
target-server-ip-address. Thus, a size in bytes of MTU ni nus 28 is a good initial value to try.

1c Iteratively modify the payload and re-enter the command in Step 1b until you get the
following message:

The packet needs to be fragnented.
1d Note the latency in seconds.
For example, if the latency is 35 ms (milliseconds), then note 0.035 as the latency.
2 Calculate a byte value for your initial buffer size:

Buffer Size = (Bandwidth in Mps / 8) * Latency in seconds * 1000 * 1024

Use binary values for the network bandwidth. That is, 10 Gbps = 10240 Mbps and 1 Gbps =
1024 Mbps.

For example, the calculation for a 10 Gbps network with a latency of 35 ms is:
Buf fer Size = (10240 / 8) * 0.035 * 1000 * 1024 = 45875200 bytes

3 (Optional) Calculate an optimal buffer size by rounding up to a multiple of the Maximum Segment
Size (MSS).

3a Determine the MSS:
MSS = MIU Size in bytes - (I P Header Size + TCP Header Size)

The IP header size is 20 bytes. The TCP header size is 20 bytes plus the bytes for options
like timestamp.

For example, if your MTU size is 1470, then your MSS is typically 1430.
MBS = 1470 bytes - (20 bytes + 20 bytes) = 1430 bytes

3b Calculate the optimal buffer size:
Optimal Buffer Size = (roundup( Buffer Size / MSS )) * MsS
To continue the example:

Optimal Buffer Size = (roundup(45875200 / 1430)) * 1430

32081 * 1430
45875830
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You round up instead of down, because rounding down gives a multiple of the MSS that is
smaller than the Buffer Size of 45875200:

Non-optinmal Buffer Size = 32080 * 1430 = 45874400

Other Use Cases for Making Modifications in the Web

Config Tool

(Advanced)

Below is a list of configuration values that might address various environmental or functional issues.
Do not use them unless you are advised to do so by PlateSpin Support.

Table 2-8 List of Common Use Cases for changing settings in the Web configuration tool

Issue or Use Case

Value Shown in the Config Tool

Remarks

Discovery/Inventory
issues

<add key="UseServi ceFor Commonl nvent or y"

val ue="true" />

<add key="UseServi ceForM gratel nventory"

val ue="fal se" />

<add

key="Ear| i est W ndowsVer si onFor Cormonl nvent or y"
val ue="5.2" />

Target boot issues
related to drivers

<add key="Tar get Machi neRegi stryC eanupLevel "
val ue="None" />

Controller installation
issues on sources
(mainly due to
environmental
restrains)

<add key="Install ControllerUsingService"

val ue="true" />

<add
key="RunControl | er Under SaneCr edsAsRenot eAccess"
val ue="fal se" />

Issues related to
database size growth

<add key="Power Convert DBSi zeLi m t | nByt es"

val ue="4294967296" />

<add key="PI at eSpi nDBC eanupThr eshol dPer cent "
val ue="80" />

<add key="OFXDBJ eanupThreshol dl nByt es"

val ue="4294967296" />
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3.1

Getting Started with PlateSpin Migrate

This section introduces the features of the PlateSpin Migrate product and how you use the PlateSpin

Migrate Client to carry out workload migration and management tasks.

The PlateSpin Migrate Client connects to a specified PlateSpin Server and provides access to
information in the PlateSpin Server database.

Most of your interaction with the server takes place through the client, including the discovery of
source workloads and targets; setting up, executing, and monitoring jobs; managing license keys;
and configuring the default behavior of the server.

IMPORTANT

+ When you migrate workloads to a ESX server that belongs to a DRS cluster, the VMware DRS
and VMware HA are set as disabled only for the target VM. However, the other VMs in the
cluster are not be affected.

+ If the ESX host is a part of the VMware DRS or HA enabled cluster, you must discover the ESX

host via vCenter or vCenter Cluster.

+ Section 3.1, “Connecting to a PlateSpin Server,” on page 57

¢ Section 3.2, “About the PlateSpin Migrate Client User Interface,” on page 59

+ Section 3.3, “Discovering Source Workloads and Migration Targets,” on page 64

+ Section 3.4, “Undiscovering Source Workloads and Migration Targets,” on page 71
+ Section 3.5, “Analyzing Machines with PlateSpin Analyzer,” on page 71

+ Section 3.6, “Working with Device Drivers,” on page 72

+ Section 3.7, “Managing Custom Actions,” on page 80

+ Section 3.8, “Setting Up, Executing, and Managing Jobs,” on page 83

Connecting to a PlateSpin Server

Every time you start the PlateSpin Migrate Client, it performs the following actions:
+ Performs authentication of the specified user account with the PlateSpin Server.

See Section 2.2, “Setting Up User Authorization and Authentication,” on page 31.
+ Connects to a specified PlateSpin Server.

+ Loads a specified PlateSpin Migrate Network, a collection of discovered source workloads and
targets that you work with at one time.

You specify your connection credentials, the PlateSpin Server instance, and the required PlateSpin
Migrate Network in the PlateSpin Server settings.

1 In the PlateSpin Migrate Client, click Tools > PlateSpin Server Settings.

or
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Double-click one of the following three areas in PlateSpin Migrate Client’s status bar at the
bottom: Server, Network, or User.

Semer: http: £/ devaiPlateSpintiorate ”Netwurk: Sample Environment ”Llser: devdomaintohn.zmith

The PlateSpin Server Settings dialog box opens.

PlateSpin Migrate Server Settings E
-, Connect to a PlateSpin Migrate server and select a network,
“

— Server Conhection P.
Server URL:

I https: #/localhost/FlateS pinkdigrate

Connect Az
& Current user [wWIN-NODSIKO49E S Administratar)

' The following user:

Uszer Mame: I

Paszsword: I Connect |

— Metworks : [ https: //localhost/PlateS pinkigrate [Server 12.1.0[2589]] |

| Add

Select a network to use:

test Delete |

Default

1% Metwork changes cannot be canceled.

Help | QK I Cancel |

2 Specify the required PlateSpin Server URL, user, and network parameters as required:

Interface Element Description

Server URL Type the PlateSpin Server URL in the following format:
http://server_host/ pl at espi nm grate

(If SSL is enabled on the PlateSpin Server host, replace ht t p in the URL with
htt ps).

Connect As To connect to a PlateSpin Server, you must have administrative access to the
PlateSpin Server host or be a member of one of the PlateSpin Migrate roles.
See Section 2.2, “Setting Up User Authorization and Authentication,” on
page 31.

Networks To familiarize yourself with PlateSpin Migrate features, use the Sample
Environment network. To work with actual source workloads and targets, use
the Default network or create your own.

To add a network, type the name, then click Add.

To remove a network, select it, then click Delete.

3 When you have finished, click OK.
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3.2 About the PlateSpin Migrate Client User Interface

The PlateSpin Migrate Client window consists of the following elements:

+ Menu bar: Reflects the current view and provides command groups for accessing program
features and operations.

+ Toolbar: Reflects the current view and provides visual shortcuts to program features and
operations.

+ Current view: The main work area of the interface; lists either machines (when in Servers view
mode), or jobs (when in Jobs view mode).

+ Panes: Vertically aligned at the left side of the window, panes facilitate the selection of the
current view (View pane) or a migration job (Tasks pane). A Details pane reflects the current view
and provides summary information about an item selected in the current view.

¢ Status bar: At the bottom of the PlateSpin Migrate Client window, the status bar displays the
PlateSpin Server that the client is currently connected to, the PlateSpin Migrate Network you are
currently working with, the name and role of the current user logged in, and the status of the
Automatic Network Discovery feature.

For additional information, see the following sections.

*

Section 3.2.1, “Servers View,” on page 60

*

Section 3.2.2, “Jobs View,” on page 63

*

Section 3.2.3, “Tasks Pane,” on page 64

*

Section 3.2.4, “Status Bar,” on page 64
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3.2.1

60

Servers View

The Servers view is the main visual interface to your discovered source workloads and targets. Its
main area consists of two split panes that you can customize to suit your needs.

Figure 3-1 PlateSpin Migrate Client's Servers View
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The hierarchical display of items in the Servers view reflects the organization of items on their
respective platforms; for example: VMs are shown nested beneath their VM hosts, and PlateSpin
Images are beneath their image servers.

In addition, the Group By bar enables you to group machines by affiliation to a domain or to a vCenter
Server (for VMware ESX server systems). See “Organizing the Servers View” on page 60.

NOTE: The Servers view hierarchy does not reflect advanced VM resource management hierarchies
and structures, such as membership in resource pools or affiliation with ESX Distributed Resource
Scheduler (DRS) clusters. You can view such information in an item’s properties. See “Viewing the
Properties of Source Workloads and Targets” on page 61.

¢ “Organizing the Servers View” on page 60

+ “Viewing the Properties of Source Workloads and Targets” on page 61

+ “List of Machine-Specific Icons in the Servers View” on page 62

Organizing the Servers View

You can filter source workloads and targets based on operating system, domain, name, and type by
using the Group By and Show drop-down menus. You can use the Group By drop-down menu to
group the items in the Servers view by:

+ Domain affiliation
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+ Hostname

+ Affiliation to a VMware vCenter Server

To further control the scope of items shown in either pane of the view, you can also use the Show
drop-down menu to filter machines by workload type; for example, Windows 2000, Red Hat Linux,
and so on, as shown in the figure below:

Figure 3-2 Servers View Options for Sorting Items by Type
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In the Servers view, you can access the essential properties of your discovered source workloads
and targets by right-clicking an item and selecting Properties.

For each machine, the system provides information about the selected system’s:

+ Hardware, operating system, and network profile

+ Volumes, partitions, and disk usage

+ Programs and services

A virtual machine’s properties provide information related to the machine’s environment on its
corresponding virtualization platform, including information about the host, and the amount of
allocated memory and processing power.
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The properties for virtual machine hosts provide information specific to the selected system. For
example, you can view what virtual machines are running on a selected VMware ESX server, what
virtual network adapters are in use, and what resource pools are configured on them.

VMware ESX servers that are assigned to a Distributed Resource Scheduler (DRS) cluster provide
information about the name of the cluster and the DRS automation level (full, manual, or partially
automated). The properties for VMware ESX servers that are part of VMware vCenter platforms also
indicate this.

The following figure shows the properties of a discovered VMware ESX Server.

Figure 3-3 VMware ESX Server-Specific Information in the System’s Properties
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AU CIEC1Man 2 £77 CHICC | i ne -_é QT‘WZk&D l||'\_lr||'|d0'l'i'5 ZDDD
Properties .. | j MG-W2ZK3_. ‘Windows 2003
-j PR-WZK3.. ‘Windows 2003 ;I
Netwark: Defau Refresh Details.. | View source... | Close |/ﬁ bw: Ready ”Netwcrk Discovery: Disabled| v
P 2

List of Machine-Specific Icons in the Servers View

Discovered source workloads and targets are associated with unique icons to help identify the type of
workload or workload host.

Table 3-1 Machine-Specific Icons in the Servers View

i Physical machine
i'j. Physical machine in pre-execution environment for offline migration

i@ Physical machine with workload license
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ﬂ Virtual machine server

Virtual machine

Virtual machine with workload license

. B

Undiscovered virtual machine

Virtual machine - Server Sync target

& w

& Virtual machine - Server Sync target with workload license

i;ﬂ PlateSpin Image Server

(% PlateSpin Image

Jobs View

The Jobs view displays all jobs, such as discovery, migration, and image capture, organized into two
tabs:

+ Jobs: All jobs submitted for execution.

+ Saved Jobs: All saved jobs not yet submitted for execution. See Section 3.8.4, “Starting a
Saved Migration Job in the Jobs View,” on page 85.

Figure 3-4 PlateSpin Migrate Client's Jobs View

O PlateSpin Migrate Client - Sample Environment M=l E3

File View Tools Actions Help
DS UTO

|

Job Type =~ Job Status -
i : Showing 1- 50¢f 70 Jobs Per Page |50 - [4 4|1 2 b b
i Servers Jobs |Saved Jobs |
. MName |Souroe A |Target |Start |Status |Png...|Submiﬂe... l;l
S | Jobs % Convert [SOURCE_HOSTNAME] to [TARGET_HOSTHAM.. — (WIN.. winXP6. Wednes. Complet.. PLATES..
— D Convert [SOURCE_HOSTHAME] to [TARGET_HOSTHAM_ - (WIN_ winXP6_ Wednes_ Failed PLATES.
i A % Convert Virtual Machine DEMO-W2K into Virtual Machine.  DEMO-.. DEMO-. Wednes.. Complet..
: = = Convert Virtual Machine GLW2K3X64R21 to Physical Mac.. GL-W2.. ABNW. Friday.. Complet.. GL-W2ZKL.
@ Copy Worklod @ Step 1: Setting Up MNotifications (Completed)
@ Move Workload @ Step 2: Optimizing Conversion (Completed)
w) Capture Image = @ Step 3: Setting Up Controller on Source Server (Completed)
) Deploy Image & 2.1: Setting Up Controller (Completed)
A Import Image @ 3.2: Verifying Controller Connection (Completed)
Q Step 4: Create and Copy Machine Volumes (Completed)
— A @ Step 5: Cleaning up Source Machine (Completed) J
@ Step 6: Shut Down Source Machine (Completed)
Jobs @ Step 7: Release Control of Target Machine (Completed)
Mo selection o« Step & Configure Target Machine (Completed \with Warnings)
@ Step 3: Cleaning up Target Machine Data (Completed)
% Convert Virtual Machine NY-RHEL4-LWM into Virtual Machi_. redhat4. DEMO-.. Friday.. Complet. PLATES..
2 Convert Virtual Machine SunZonel into Virtual Machine Ne.. SunZon.. Sunl Friday,.. Complet.. PLATES.. ;IJ
Server: http://localhost/PlateSpinMig |Neiw0rk: Sample Environment ||User: PMHOST 1\Administrator ”Rnle: PlateSpin Ad.. ||Jobs View: Ready ||Neiwnrk Discovery: Disabled| Y
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3.3

You can limit the scope of jobs displayed in the view. Use the Job Type and Jobs Status menus to
specify filters for the view:

+ Job Type: To view discovery, migration, or all other job types.
+ Job Status: To view failed, currently running, and completed jobs.

Tasks Pane

The Tasks pane of the PlateSpin Migrate Client window contains most essential migration actions.
Clicking a task opens the Action window, which you can use to select the migration source, target,
and setup method.

Status Bar

The status bar of the PlateSpin Migrate Client window displays information about:

+ The PlateSpin Server that you are currently connected to.
+ The PlateSpin Migrate Network that you are currently working with.

+ The User that you are logged in as, and the PlateSpin Migrate role assigned to your user
account.

+ The status of the Automatic Network Discovery feature.

Figure 3-5 Status Bar of the PlateSpin Migrate Client Window

|Ser\.rer: http:ifloczlhost/PlateSpinMigrate ”Neiwork: Sample Emvironment ”User: PMHOST 1'Administrator ”F{Dle: PlateSpin Administrator ”Jobs View: Ready ”Nei\w:rk Discovery: Dlsab\ed| v

Double-clicking any of the first three status items opens the PlateSpin Server Settings window. See
“Connecting to a PlateSpin Server” on page 57.

Double-clicking the Network Discovery status item turns Automatic Windows Network Discovery on
or off. See “Discovering, Registering and Preparing a VM for a Server Sync Job” on page 69.

Discovering Source Workloads and Migration
Targets

For any migration job, you must have a discovered source and a discovered target. A discovery
operation populates the PlateSpin Migrate database with detailed inventory information about a
machine. This information provides the data necessary to determine the machine’s use and to
properly configure a migration job.

NOTE: All the workloads and the targets that you discover using the PlateSpin Migrate Web Interface
are listed in the PlateSpin Migrate Client also. However, if you discover workloads and targets
through the Platespin Migrate Client, then only the workloads and targets that you discover in the
default network displays on the PlateSpin Migrate Web Interface.

+ Section 3.3.1, “Pre-populating the Servers View with Windows Computers in the Network,” on
page 65

+ Section 3.3.2, “Discovering the Details of Source Workloads and Targets,” on page 65
+ Section 3.3.3, “Discovering All Machines in a Windows Domain,” on page 66
+ Section 3.3.4, “Refreshing Machine Details,” on page 66
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3.3.2

*

Section 3.3.5, “Resetting the Mechanism Used to Authenticate Access to ESX Hosts,” on
page 67

*

Section 3.3.6, “Discovering Target Physical Machines,” on page 67

*

Section 3.3.7, “Discovering, Registering and Preparing a VM for a Server Sync Job,” on page 69

*

Section 3.3.8, “Discovery Guidelines for Machine Types and Credentials,” on page 70

Pre-populating the Servers View with Windows Computers
in the Network

PlateSpin Migrate’s Network Discovery feature automatically populates PlateSpin Migrate Client with
a list of Windows physical and virtual machines that are online. Unlike a full discovery, Network
discovery creates a list of machines but does not retrieve detailed inventory information about each
one, which is required for workload portability jobs.

The Network Discovery feature is necessary to discover all machines of a Windows domain in a
single job. See “Discovering All Machines in a Windows Domain” on page 66.

PlateSpin Migrate uses the standard Windows network browser function for the auto-discovery
feature. Because Linux workloads and virtual machine servers do not advertise to the Windows
network browser, they are not auto-discovered.

The Network Discovery feature is enabled by default. To disable the feature or toggle between its
enabled/disabled modes, double-click Network Discovery in the bottom right corner of the PlateSpin
Migrate Client window.

Discovering the Details of Source Workloads and Targets

You can discover:

¢ An individual physical machine
¢ An individual virtual machine
+ An individual virtual machine server
+ Multiple virtual machine servers
+ All VMware ESX hosts affiliated with a VMware vCenter Server
+ Hyper-V hosts
+ Multiple machines
Before starting discovery operations, make sure PlateSpin Server can communicate with your source
workloads and targets. See Section 2.3.1, “Requirements for Discovery,” on page 40.
1 On the PlateSpin Migrate toolbar, click Discover Details.
or
In the Servers view, right-click in a blank area, then select Discover Details.

2 In the Discover Details dialog box, type the hostname or IP address of the source or target. To
discover multiple machines, specify multiple hostnames or IP addresses separated by
semicolons. If the target is behind a NAT device, specify its public (external) IP address.

See “Migrations Across Public and Private Networks through NAT” on page 42.
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Discover Details -

HestMame or IP Address

Serverl

Machine Type

|Windows ﬂ
"windows

Whdware ESX

Wiiware vCenter
Credenbals :

User Name: | 1\admin

Fassword: | sess

[[] Save (Encrypted Locally)

| Discover... | | Close

Discovered Servers: Unlimited

3 Select the machine type and provide administrator credentials for the machine you are
discovering.

See “Discovery Guidelines for Machine Types and Credentials” on page 70.

Discovering hosts with Xen Hypervisor systems results in these systems being registered as
PlateSpin Migrate source workloads (as opposed to VM host targets). For information about
using these platforms as workload portability targets, see “Semi-Automated Workload
Virtualization Using the X2P Workflow” on page 122.

4 (Optional) If you want to store these credentials for use during future jobs, enable the Save
(Encrypted Locally) option.

5 Click Discover and wait for the process to complete.

6 (Optional) If you want to monitor the progress of the job, switch to the Jobs view.

3.3.3 Discovering All Machines in a Windows Domain

1 Enable the automatic Network Discovery feature.
See “Pre-populating the Servers View with Windows Computers in the Network” on page 65.
2 In PlateSpin Migrate Client, expand the domain listing containing the machines to be discovered.
3 Right-click the domain name, then select Discover All Servers.
4 Specify domain-level administrator credentials.
5 Click Discover and wait for the process to complete.

6 (Optional) If you want to monitor the progress of the job, switch to the Jobs view.

3.34 Refreshing Machine Details

You should routinely refresh your source workloads and targets before setting up a migration job.
To refresh a source or a target machine:

1 Inthe Servers view, right-click the required item, then select Refresh Details.
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3.3.6

Refresh Details for ¥M DI-u5Toub.platespi x|

Credentials

User Name: : | oot

Passimord : I --------

I~ Bave Ercupted Local

Riefrash... I Clase |

2 Specify the credentials appropriate for the system being refreshed, then click Refresh.
PlateSpin Migrate starts a discovery job, which you can monitor in the Jobs view.

Resetting the Mechanism Used to Authenticate Access to
ESX Hosts

If you discover ESX hosts through a vCenter Server, all subsequent communications with these VM
hosts take place through the vCenter Server.

You can reset this access mechanism to Direct to ESX or back to Via vCenter:
1 Refresh the required ESX host.

See “Refreshing Machine Details” on page 66.
The system prompts you to select an access type:

Refresh Details for Host comp184 %

~Select Access Type
" Direct toESH

{* yiaYWMware vCenter I 10.99.118.239

~wCenter Credentials:

User Name : I ninishat

Password : Inuuu

[ Save Erciypted Localy]

Refresh... | Cloge |

2 Select the required option, then click Refresh.

PlateSpin Migrate rediscovers the required ESX host by using the specified access mechanism,
which it uses for all subsequent communications with that host.

Discovering Target Physical Machines

To discover a physical target and inventory its hardware components, you must boot the target
machine with the PlateSpin boot ISO image on a CD or other media, from which your target can be
booted. A similar process is used to migrate workloads to virtualization platforms that use the semi-
automated virtualization process, whereby a target virtual machine on a virtual machine host is
regarded as a physical target (see “Semi-Automated Workload Virtualization Using the X2P

Workflow” on page 122).

+ “Downloading the PlateSpin Boot ISO Images” on page 68
+ ‘“Injecting Additional Device Drivers into the Boot ISO Images” on page 68
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+ “Registering Physical Targets Using the PlateSpin Boot ISO Image” on page 69

+ “Performing an Unattended Registration of a Target Physical Machine” on page 69

Downloading the PlateSpin Boot ISO Images

You can download the PlateSpin boot ISO image (boot of x. x2p. i so) from the PlateSpin Migrate
area of NetlQ Downloads (https://dl.netiq.com/index.jsp) by doing a search with the following
parameters:

*

*

*

Product or Technology: Pl ateSpin Mgrate
Select Version: 12. 0
Date Range: Al Dates

IMPORTANT: The . i so file is compressed in Physi cal Tar get . zi p at the download site.

Injecting Additional Device Drivers into the Boot ISO Images

The PlateSpin boot ISO image contains a large library of device drivers sufficient to boot most
common targets. However, occasionally you might want to use your own, such as lesser-known,
vendor-specific or custom-developed drivers.

To inject drivers into the PlateSpin boot ISO image:

1

Download and extract the PlateSpin boot ISO images from NetlQ Downloads. See Downloading
the PlateSpin Boot ISO Images.

Obtain or compile the required *. ko driver files.

IMPORTANT: The r ebui | di so. sh script that helps you rebuild the ISO file is currently
supported only on 64-bit version of the OS. Ensure that the drivers are valid for the kernel
(3. 0. 93-0. 8-def aul t) included with the ISO file.

Mount the 1ISO image in any Linux machine (r oot credentials required). Use the following
command syntax:

mount —o | oop <path-to-ISO> <mount_point>

Copy the rebui | di so. sh script, located in the / t ool s subdirectory of the mounted ISO file, into
a temporary working directory.

Create another working directory for the required driver files and save them in that directory.

In the directory where you saved the r ebui | di so. sh script, run the following command as root:
./rebuildiso.sh —i <ISO_file>-d <driver_dir> - n82| - n64

On completion, the ISO file is updated with the additional drivers.

NOTE: To rebuild Migrate 12.0 LRD ISO, a minimum of geni soi mage 1.1.11 is required. By
default, operating systems such as RHEL 7, CentOS 7, and Ubuntu 14.04.1 have the required
geni soi nage version.

Unmount the ISO file (execute the command unnount <mount_point>).
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3.3.7

Registering Physical Targets Using the PlateSpin Boot ISO Image

Complete these steps to register your target with PlateSpin Server when you are using an unmodified
boot ISO image. If you want to inject additional device drivers into the image (Linux workloads only),
first complete the steps in Injecting Additional Device Drivers into the Boot ISO Images (page 68).

To boot the target physical machine and register it with the PlateSpin Migrate Server:

1 Burn the PlateSpin boot ISO image on a CD or save it to the required media, from which your
target can boot.

2 Boot the target machine from the 1ISO image.

3 (Conditional) For 64-bit systems, at the initial boot prompt, type the following:
ps64
Press Enter.

4 When prompted, enter the PlateSpin Server URL, using the following format:
htt p: // <hostname | IP_address>/pl at espi nmi grat e

Replace <hostname | IP_address> with the hostname or the IP address of your PlateSpin Server
host.

5 Enter your credentials for the PlateSpin Server.

6 Specify a static IP address or indicate that the machine should dynamically obtain an IP address
from a DHCP server.

7 Enter a name for the target host and specify an existing PlateSpin Migrate Network to work with.

After a few moments, PlateSpin Migrate displays the physical target in the Servers view.

Performing an Unattended Registration of a Target Physical Machine

PlateSpin Migrate provides a mechanism for automating a target physical machine’s registration with
the PlateSpin Server. This involves updating the boot ISO image with specific registration information
before booting the target.

For details, see KB Article 7013485 (https://www.netiq.com/support/kb/doc.php?id=7013485).

Discovering, Registering and Preparing a VM for a Server
Sync Job

If you want to synchronize two workloads, and if your synchronization target is a virtual machine, you
must discover and register an appropriate virtual machine first. For information about the Server Sync
feature, see “Synchronizing Workloads with Server Sync” on page 119.

1 On your virtual machine host, create a virtual machine with the desired specifications and install
the operating system that matches the intended source workload, including the exact service
pack.

2 Discover the virtual machine host or refresh its details.

3 Inthe Servers view, right-click the newly created virtual machine underneath the virtual machine
server, then select Prepare for synchronization.

4 Specify administrator credentials for the virtual machine server.

5 (Optional) If you want to store these credentials for use during future jobs, enable the Save
(Encrypted Locally) option.
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6 (Optional) To configure the temporary (Take Control) network settings, such as choosing which
virtual network to use from those available on the virtual machine server and configuring TCP/IP
settings, click Configure, then configure the network settings as required.

7 Click Prepare and wait for the job to complete.

On completion, the Servers view lists a new Server Sync target underneath the VM host: &

3.3.8 Discovery Guidelines for Machine Types and Credentials

The following are guidelines for machine type selection, credential format, and syntax for discovery
parameters.

Table 3-2 Guidelines for Discovery Parameters

To Discover Machine Credentials Remarks

Type

Selection
All Windows Windows Local or domain For the username, use this format:
workloads admin credentials.

+ For domain member machines:

PlateSpin Image authority\principal
Servers

+ For workgroup member machines:
hostname\principal

All Linux Linux Root-level username  Non-root accounts must be properly

workloads and password configured to use sudo. See KB Article
7920711 (https://www.netiqg.com/support/kb/
doc.php?id=7920711).

VMware ESX VMware ESX ESX account with
hosts admin role
OR

Windows domain
credentials (versions 4

and 4.1 only)
VMware ESX VMware VMware vCenter Web  All subsequent communications with ESX
hosts affiliated vCenter service credentials hosts take place through the vCenter Server.
with a VMware (username and To reset the access mechanism to Direct to
vCenter Server password) ESX or back to Via vCenter, refresh the
details of the required ESX host and select
OR the required option. See “Resetting the

Mechanism Used to Authenticate Access to

Windows domain ESX Hosts” on page 67.

credentials (versions 4
and 4.1 only)

Hyper-V hosts Windows Local or domain For the username, use this format:

admin credentials.
¢ For domain member machines:

authority\principal

* For workgroup member machines:
hostname\principal
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3.4 Undiscovering Source Workloads and Migration
Targets

You can undiscover objects (workloads or targets) through the PlateSpin Migrate Client or the
PlateSpin Migrate Web Interface:

+ To undiscover a object through the PlateSpin Migrate Client, right-click the object and select
Undiscover Server.

+ To undiscover or remove a workload through the PlateSpin Web Interface, on the Workloads
page, select the workload and click Remove Workload.

+ To undiscover or remove a target through the PlateSpin Web Interface, on the Targets page, click
Remove next to the target you want to remove.

IMPORTANT
+ |If an object is listed both in the PlateSpin Migrate Client and the PlateSpin Migrate Web
Interface, then you must use the PlateSpin Migrate Web Interface to remove the object.

+ Before you delete an object that has jobs configured, you must ensure that all the configured
jobs are completed.

3.5 Analyzing Machines with PlateSpin Analyzer

Before you begin any large-scale migration projects, you should identify potential migration problems
and correct them beforehand. Use the PlateSpin Analyzer utility to determine whether discovered
machines are suitable for migration jobs.

NOTE: PlateSpin Analyzer currently supports only Windows workloads.

To open PlateSpin Analyzer:

1 Onthe Tools menu, click Analyze Servers.
The PlateSpin Analyzer window opens.
2 Select the required PlateSpin Migrate Network and the required machines to analyze.
3 (Optional) To reduce the analysis time, limit the scope of machines to a specific language.

4 (Optional) To analyze machines in the inventory of a different PlateSpin Server, click Connect,
then specify the required PlateSpin Server URL and valid credentials.

5 Click Analyze.

Depending on the number of discovered machines you select, the analysis might take a few
seconds to several minutes.

Analyzed servers are listed in the left pane. Select a server to view test results in the right pane. Test
results can be any combination of the following:
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Table 3-3 Status Messages in PlateSpin Analyzer Test Results

Result Description
Passed The machine passed the PlateSpin Analyzer tests.
Warning One or more tests returned warnings for the machine, indicating potential migration issues.

Click the hostname to see the details.

Failed One or more tests failed for this machine. Click the hostname to see the details and obtain
more information.

The Summary tab provides a listing of the number of machines analyzed and not checked, as well as
those that passed the test, failed the test, or were assigned a warning status.

The Test Results tab provides the following information:

Table 3-4 PlateSpin Analyzer Test Results Tab

Section Details

System Test Validates that the machine fulfills PlateSpin Migrate’s minimum
hardware and operating system requirements.

Take Control Hardware Support Checks for source hardware compatibility for offline migration.

Target Hardware Support Checks hardware compatibility for use as a target physical
machine.

Software Test Checks for applications that must be shut down for Live Transfer,

and databases that should be shut down during Live Transfer to
guarantee transactional integrity.

Incompatible Application Test Verifies that applications known to interfere with the migration
process are not installed on the system. These applications are
stored in the Incompatible Application Database. To add, delete,
or edit entries in this database, select Incompatible Application
from the Tools menu.

The Properties tab provides detailed information about a selected machine.

For more information about using PlateSpin Analyzer and understanding the results, see KB Article
7920478 (https://www.netig.com/support/kb/doc.php?id=7920478).

3.6 Working with Device Drivers

PlateSpin Migrate ships with a library of device drivers, and during migration jobs it automatically
installs the appropriate ones for the target. To determine if the required drivers are available, use
PlateSpin Analyzer. See “Analyzing Machines with PlateSpin Analyzer” on page 71.

If PlateSpin Analyzer encounters missing or incompatible drivers, or if you require specific drivers for
your target infrastructure, you might need to add (upload) drivers to the PlateSpin Migrate driver
database.
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3.6.1

3.6.2

In addition,

+ Section 3.6.1, “Packaging Device Drivers for Windows Systems,” on page 73

+ Section 3.6.2, “Packaging Device Drivers for Linux Systems,” on page 73

+ Section 3.6.3, “Uploading Drivers to the PlateSpin Migrate Device Driver Database,” on page 74
¢ Section 3.6.4, “Using the Plug and Play (PnP) ID Translator Feature,” on page 75

Packaging Device Drivers for Windows Systems

To package your Windows device drivers for uploading to the PlateSpin Migrate driver database:

1 Prepare all interdependent driver files (*. sys, *. i nf, *.dl |, etc.) for your target infrastructure
and device. If you have obtained manufacturer-specific drivers as a . zi p archive or an
executable, extract them first.

2 Save the driver files in separate folders, with a discrete folder per device.

The drivers are now ready for upload. See Section 3.6.3, “Uploading Drivers to the PlateSpin Migrate
Device Driver Database,” on page 74.

NOTE: For problem-free operation of your migration job and the target workload, upload only digitally
signed drivers for:

+ All 64-bit Windows systems
+ 32-bit versions of Windows Vista and Windows Server 2008, and Windows 7 systems

Packaging Device Drivers for Linux Systems

To package your Linux device drivers for uploading to the PlateSpin Migrate driver database, you can
use a custom utility included in your Linux ISO boot image.

1 Find a Linux workstation that has the same kernel version as the source machine. Source
machine itself is one of the best choices. On the Linux workstation, create a directory for your
device driver files. All the drivers in the directory must be for the same kernel and architecture.

2 Download the boot image and mount it.
For example, assuming that the ISO has been copied under the / r oot directory, issue these
commands:

# nkdir /mt/ps
# mount -o | oop /root/bootof x. x2p.iso /mt/ps

3 From the / t ool s subdirectory of the mounted ISO image, copy the packageMdul es. tar. gz
archive into a another working directory and extract it.

For example, with the . gz file is inside your current working directory, issue this command:
tar -xvzf packageModul es.tar. gz

4 Enter the working directory and execute the following command:
./ PackageModul es. sh —d <path_to_driver_dir> - o <package name>

Replace <path_to_driver_dir> with the actual path to the directory where you saved you driver
files, and <package name> with the actual package name, using the following format:
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Drivername-driverversion-dist-kernelversion-arch. pkg
For example, bnx2x- 1. 48. 107- RHEL4- 2. 6. 9- 11. EL- i 686. pkg

The package is now ready for upload. See Section 3.6.3, “Uploading Drivers to the PlateSpin Migrate
Device Driver Database,” on page 74

3.6.3 Uploading Drivers to the PlateSpin Migrate Device Driver
Database

Use the PlateSpin Driver Manager to upload device drivers to the driver database.

NOTE: On upload, PlateSpin Migrate does not validate drivers against selected operating system
types or their bit specifications; make sure that you only upload drivers that are appropriate for your
target infrastructure.

+ “Device Driver Upload Procedure (Windows)” on page 74
+ “Device Driver Upload Procedure (Linux)” on page 75

Device Driver Upload Procedure (Windows)

1 Obtain and prepare the required device drivers.
See Packaging Device Drivers for Windows Systems.

2 Click Tools > Manage Device Drivers and select the Windows Drivers tab:

=1l
\windows Drivers | Linux Drwersl PHP ID Translation |
~Show Drivers For:

05 Type: Service Pack: Language: Hardware Manufacturer:
[indow=2000 -] Al =l Neutral = Al =l

Drag a column header here to group by that column

=2 Pnpld | Vendor Model |Descripti| Version 05 Type Source | Update Ti | Hardware | Hardware m
@El Contai |[(m] Cont |[m] Cont |[m] Contai |[W] Contai |[m] Contain |[w] Cont |[m] Cont [[m] Contai |[m] Contain |[m] Contain |[m] Contains

1 p | "atk_i | Alacritec | ALACRI | Alacrite | 7.2.0.0 05/08/200 | Windows2 | All Neutral | Alacritech |9/17/2014 | Standard

2 “atk_ | Alacritec | ALACRI | Alacrite | 7.2.0.0 09/08/200 | Windows2 | All Neutral | Alacritech |8/17/2014 | Standard

3 "IANS | Intel Intel Intel(R) 01/06/200 | Windows2 | All Neutral | Intellntelli |8/17/2014 | Standard

4 “ISAP | Eicon Te | Cards | Eicon D | 1.0.1.583 | 1018199 | ‘Windows2 [ All Neutral | built-in SM7/2014 | Standard

5 “ISAP | Eicon Te | Cards | Eicon D | 1.0.1.583 | 1018199 | ‘Windows2 [ All Neutral | built-in SM7/2014 | Standard

] “ISAP | Eicon Te | Cards Eicon D | 1.0.1.593 | 10/19/199 | Windaws2 | All Neutral | built-in 911772014 | Standard

o “ISAP | Eicon Te | Cards Eicon D | 1.0.1.593 | 10/19/199 | Windaws2 | All Neutral | built-in 911772014 | Standard

2 “ISAP | Eicon Te | Cards Eicon D | 1.0.1.593 | 10/19/199 | Windows2 | All Neutral | built-in 9/17/2014 | Standard

9 “ISAP | Eicon Te | Cards Eicon D | 1.0.1.593 | 10/19/199 | Windows2 | All Neutral | built-in 9/17/2014 | Standard

10 "ISAP | Eicon Te | Cards Eicon D | 1.0.1.593 | 10/19/199 | Windows2 | All Neutral | built-in SM7/2014 | Standard

1 "ISAP | Eicon Te | Cards Eicon D | 1.0.1.593 | 10/19/199 | Windows2 | All Neutral | built-in SM7/2014 | Standard

12 VA | Intel Intel IntellRY UNAZON | Windows? | All Neatral | Intellntelli 1917/2014 | Standard

Help S8 Delete Drivers... I 4 Upload Drivers. |

3 Click Upload Drivers, browse to the folder that contains the required driver files, and select
applicable OS type, language, and hardware manufacturer options.
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« Driver Selecti ~Upload Drivers For:
Driver Folder Path: 05 Types
| "\machine 128"Share'\Diivers\DL380G 6\cp010857 =l P FT Windows)FxB4 ]
57 Windows2003
oo
## [ Select Pnpld | Vendor| Model |Descriptio| Version Date | =] 10
__ |™] Conta |[®] Centa |[W] Con |[®] Contai |[8] Contai |[®] Contains  |[8] Contai zo
A
= Al
L \nfind, 003,
1 »| [ |PCIVEN]Hewlst| HPQNT |HPHCTT [12202 05/29/200 [] English =]
2 | PCIVEN | Hewlet | HPGNT | HPNCT7 | 12202 05123200 E E’e"c"
erman
3 ¢ | PCIWEN | Hewlet | HPGQ.NT | HP NCE7 |1220.2 05/29/200 IZ!
4 ~ PCIWEN | Hewlet | HPQUNT | HP NC77 |122.0.2 05/28/200 1 Neutral =
5 F | PCIWEN | Hewlet | HPQNT |HPNCT7 |12202 5257200 Hardware Manufacturer:
B ¢ | PCIWEN | Hewlet | HPQ.NT |HPNCT7 |1220.2 05/29/200 [standard =]
7 [ | PCIWEN | Hewlet |HPQNT |HPNCT7 [12202 05/23/200 N
B ¥ | PCIWEN | Hewlet | HPGQNT |HPNCT7 | 12202 5257200
B = Ternen Toas Toon e Toowr= T )
4 Upload.. Close |
A

For most X2P migrations, select Standard as the Hardware Manufacturer option, unless your
drivers are designed specifically for any of the target environments listed.

4 Click Upload and confirm your selections when prompted.
The system uploads the selected drivers to the driver database.

Device Driver Upload Procedure (Linux)

1 Obtain and prepare the required device drivers.
See Packaging Device Drivers for Linux Systems.

2 Click Tools > Manage Device Drivers and select the Linux Drivers tab:

‘wfindows Drivers VLmux Dnvers‘l
- Search For Drivers By
Driver Name: Vendor ID: Device ID:
[ <Enter Driver Name> ¢ [<Enter Vendor D> [[<Enter Device ID EeEED e D
Drag a column header here to group by that column.
[ Driver Name Architecture Update Date | Driver Source Driver Type Kemel Version 4
Confains 8] Contzins 8] Contzins 5] Contzins 5] Contzins 5] Contzins
Ty nicsr 8 8201053823 | BaseLine Unknovm 7618845
z n=i 8 8201053820 | BaseLine Unknovm 7E95ELsmp
5 zacraid XEE_E4@chboot |B9/2010538 17 | BaseLine Unknown 7E18.21-0.6-gefault
z Servervorks ¥BE_Gi@chboot |B9201053517 | Bsseline Unknawm 2E1621-0.6cckault
5 sungem PES 9201052822 | Baseline Unknawm 26955EL
& istallion PES 9201053825 | Baseline Unknawm 2£19-4GB
7 <752 _edac PES 39201053821 | Baseline Unknawm 26942 ELsmp
B mptic XBE@\MwareES | 891201053542 | Baseline Unknowm 2657 244-default
) odth 86 9201053822 | Baseline Unknowm 26955 EL
0 [zre0er EE 8201053825 | BaseLine Unknovm 72194GB
1 |sndemsian 8 8201053824 | BaseLine Unknovm 7E18E45
12 [ mete XEE_E4@\Mware | 891201053537 | BaseLine Unknown 76922 ELsmp
1B [ mptss XBE_CA@\Mware | B9/2010535:38 | BaseLine Unknawm 26934 ELlmrgesmp L=l
Help 38 DeceDives | b UploadDrivers. | Close |
¥

3 Click Upload Drivers, browse to the folder that contains the required driver package (*. pkg), and
click Upload All Drivers.

The system uploads the selected drivers to the driver database.

3.6.4 Using the Plug and Play (PnP) ID Translator Feature

“Plug and Play” (PnP) refers to Windows operating system functionality that supports connectivity,
configuration, and management with native plug and play devices. In Windows, the feature facilitates
discovery of PnP compliant hardware devices attached to a PnP compliant bus. PnP compliant
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devices are assigned a set of Device Identification Strings by their manufacturer. These strings are
programmed into the device when it is built. These strings are fundamental to how PnP works: they
are part of the Windows' information source used to match the device with a suitable driver.

When the PlateSpin Server discovers workloads and their available hardware, the discovery includes
these PnP IDs and the storage of that data as part of the workload’s details. PlateSpin uses the IDs to
determine which, if any, drivers need to be injected during a conversion operation. The PlateSpin
Server maintains a database of PnP IDs for the associated drivers of each of the supported operating
systems. Because Windows and Linux use different formats for PnP IDs, a Windows workload
discovered by the Migrate Linux RAM disk contains Linux-style PnP IDs.

These IDs are formatted consistently, so PlateSpin can apply a standard transformation to each of
them to determine its corresponding Windows PnP ID. The translation occurs automatically within the
PlateSpin product. The feature lets you or a support technician add, edit or remove custom PnP
mappings.

Follow these steps to use the PnP ID Translation feature:

1 Launch the PlateSpin Driver Manager tool and connect to the PlateSpin Server.

2 In the Driver Manager tool, select the PNP ID Translation tab to open the PNP ID Translation list,
which includes the currently known custom PnP ID mappings.

) PlateSpin Driver Manager ‘ = H =l |@
File  Help
hitps: /Aacalhost/PlateS pinMigrate i Connect...
Windows Drivers | Linus Drivers | PNPID Translation
PP ID Translation
Linux PNP Id Windaws PNP Id
Add
Muodify
Remove
User: TIGENjas Role: PlateS pin Administator

3 On the list page, click Add to display the Create PNP ID Mapping dialog box.
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wimdwr PHP ]
| et
i34 | Careel

4 Inthe Linux PNP ID field, add a Linux PnP ID.
4a (Conditional) If you know it, type the Linux PnP ID you want to use.
or
4b (Conditional) Select an ID from a previously discovered workload:
4b1 Adjacent to the Linux PnP ID field, click Select to open the Select Linux PnP ID dialog

box.
a2/ Select Linux PNP Id (=)
Select Linux Device
Drag a column header here to group by that column
Manufacturer Model PNPID Device ID Altemnate PNP IDs

Select Machine...

[ 0K ][ Cancel ]

4h2 On the dialog box, click Select Machine to display a list of the machines previously
discovered by the PlateSpin Linux RAM disk.

4h3 Highlight one of the devices in the list, then click Select to populate the list in the Select
Linux PnP ID dialog box.
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Select Linux Device

Manufacturer Model PNP ID Device ID Altenate PNP IDs

R
Viware Virtual disk
Intel Corporation 82545EM Gigabit Et.. PCl / VendorlD Ox.. 02:00.0
Genuinelntel Intel(R) ¥eon(R] CP..

Intel Corporation 82371AB/EB/MB PIl.. PCl / VendorD Ox.. 00:071
LS| Logic (Was: Sy.. LSIS3C1020/1030 P.. PCl / VendorD Ox.. 00:10.0

4b4 Select a device on the list, then click OK to apply the standard transformation to the

PnP ID and display it in the Create PnP ID Mapping dialog box.

5 Inthe Windows PNP ID field, add a Windows PnP ID:
5a (Conditional) If you know it, type the Windows PnP ID you want to use.

5b (Conditional) Adjacent to the Windows PNP ID field, click Select to open a mapping tool that
presents three methods for helping you map a the Windows PnP ID:

+ Under the Driver File tab, browse to and select a Windows driver file (that is, a file with
the *.i nf extension), select the desired PnP ID, then click Modify.

A | .
dorlD 0  f Dewvi

Diiver File | Diiver Database | Select Machine

Driver Selection

Driver Folder Path:

CADRIVERSWWINAE THERNET \PRO1 O0NW/n32WNDISE2 ] [ (@]
@ Prpld Vendor Model Descripi Date  Versi 0S5 Typ Service Languag Souce Update Package Haidwarem  Hardwarte mo =
‘ 8] Contai kEle..|E|E?f*_|.@_EW._IElE°P IE_E FM’@E‘“’@W |.|§! '30'*|E|'3°“ }@_'30” }@Csdm (8 Contans |-
1 PCINVEN IntelNT InteliR) 01/11/2 111 Unknow CADRI 01/01/0 Standard

2 | PCIVEN | Irtel IntelMT | IntellR) |01/11/2{ 11.1 | Unknow CADRI | 01/01/0 Standard

3 PCIAVEN | Intel IntelNT [ IntellR) |01/11/2{ 11.1 | Unknow CADRI | 01/01/0 Standard

4 PCIAVEN | Intel IntelNT | IntelR) [01/11/2{ 11.1 | Unknow CADRI | 01/01/0 Standard

|5 PCIAVEN | Intel IntelNT [ IntellR) |01/11/2] 11.1 | Unknow CADRI | 01/01/0 Standaid

5 PCIAVEN | Intel IntelMT | IntellR) |01/11/2 11.1 | Unknow CADRI | 01/01/0 Standard

Ti PCIAVEN | Intel IntelMT | IntelR) [01/11/2] 11.1 | Unknow CADRI | 01/01/0 Standard

8 PCIAVEN | Intel IntelNT [ IntelfR) |01/11/2{ 11.1 | Unknow CADRI | 01/01/0 Standaid

9 PCIAVEN | Intel | IntelNT | IntelR) [01/11/2{ 11.1 | Unknow CADRI | 01/01/0 Standard

10 PCIAVEN | Intel IntelNT | IntellR) |01/11/2] 11.1 | Unknow CADRI | 01/01/0 Standard

5‘11 PCIAVEN | Intel IntelNT | IntellR) [01/11/2{ 11.1 | Unknow C:ADRI EIUDWEI Standard

k4 PCIAVEN | Intel IntelNT | IntellR) |01/11/2{ 11.1 | Unknow CADRI D'i!ﬂ1/ﬂ| Standard -
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+ Under the Driver Database tab, browse to and select the existing driver database,
select the correct PnP ID, then select Modify.

Show Drivers For:
0S Type: Service Pack: Language: Hardware Manufacturer;
| Windows2000 [+] A [=] Neual =] Al [=]

S ALl E U LT S _

& | Prpld  Vendor Model  Descrpti  Version Date 0S Type  Service Languag Source  Update Tm  Hardware Hardware mo
[, | C | Contain |[&] Conta |[&] Cont |[E] Contai |[E] Contsi |[E] Contain |[&] Cont |[] Conta |[&] Contai |[] Contsin |[E] Contain |[E] Contains
| | I | | I | I I I

¢ Under the Select Machine tab, click Select Machine, then, from the list of Windows
machines discovered using live discovery, select a machine, click OK to display its
devices, select the desired PnP ID, then click Modify.

‘a5 Mapping (PCI/ VendorD 0x8086 / DevicelD 0x100f / SubVendorlD 0x15ad / SubDevicelD 0x0750 / Class 0x00020000)
Driver File | Driver Database | Select Machine

Manufacturer Model PNPID Device ID Altemate PNP IDs
Intel Intel(R) PRO/1000 MT Networ.. PCIMVEN_BOSGSDEV_100F.. 7
[Standard IDE ATA/ATAP! cont.. IDE Channel Intel-PIX<4 Intel-PI<4 Systemn String)
(Standard IDE ATA/ATAP cont.. IDE Channel Intel-PIX4 Inkel P14 System Sting])

» I Intel(R) 82371A8/EB PCl Bus. JgekVY: ¥ PCIVVEN_8086LDEV_711.. | System Sking[]

Lsi LSI_x0020_Adapter_+002C_.. PCI 4. PCI\VEN_10006DEV_005..
Genuinelntel Intel Processor CPUD
(Standard disk drives) YMware Vitual disk SCSI Dis.  SCSINDISKEVEN_VMWAR.. \\\PHYSICALDRIVED
[Standard disk drives) YMwate Vitual disk SCSI Dis. SCSI\DISKEVEN_VMwAR. \\\PHYSICALDRIVE
\Device\Floppy0
MECVMWar YMwarte |DE CD.. \Device\CdR om0

IMPORTANT: Selecting a Windows PnP ID that does not have an associated driver
package installed might result in a failure at conversion time.

6 In the Create PnP Id Mapping dialog box, confirm that the correct Linux PnP ID and the correct
Windows PnP are selected, then click OK to display the PNP ID Translation page of the
PlateSpin Driver Manager.
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") PlateSpin Driver Manager
File  Help

hitps: #localhost/PlateS pinMigrate

Windows Drivers | Linux Drivers | PNPID Translation
PMP 1D Translation

Linux PNF 1d

(E=3 EcH ™<=

Windows PNP Id

9 PCl / VendorlD 0x1000 / DevicelD 00054 / SubVendodD Ox1.. PCI\VEN_1000&DEY_00308SUBSYS_1976154D&REV_01\346._ Add

Madify

User: TIGEjastin

Role: PlateS pin Administrator

7 (Optional) To modify or remove the mapping in the PNP ID Translation list, select the mapping
pattern, then click Remove or Modify, depending on the operation you want to perform.

Remove simply deletes the mapping (after displaying a confirmation dialog box).

To modify,

7a Click Modify to open the Create PNP id Mapping dialog box.

7b Repeat Step 5 on page 78 to modify the Windows PnP ID.

NOTE: You cannot select or modify the Linux PnP ID.

3.7 Managing Custom Actions

PlateSpin Migrate provides you with the capability to automatically execute custom actions, such as

batch files and scripts.

¢ Section 3.7.1, “Managing Post-migration Actions (Windows and Linux),” on page 81
¢ Section 3.7.2, “Freeze and Thaw Scripting Capabilities (Linux Block-Level Migrations),” on

page 82
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3.7.1

Managing Post-migration Actions (Windows and Linux)

To automate specific post-migration tasks on your target, you can include a custom action, such as a
batch file, a shell script, or a program executable, in your migration job. At the end of the migration
process, PlateSpin Migrate uploads the specified action, along with its dependencies, to the target
and executes it.

Custom post-migration actions are supported for the following job types:

+ One-time Server Sync

+ Peer-to-peer workload migration
For the capability to select a post-migration action to run as part of a migration job, you must first save
the action and its dependencies in a dedicated directory and add it to the PlateSpin Server’s library.
The maximum size of the directory must not exceed 64 MB. For information about raising this limit,

see Section 2.5.2, “Increasing the Size Limit on Post-Migration Actions Uploaded to the PlateSpin
Server,” on page 51.

Use the following procedure for adding a post-migration action to the PlateSpin Server’s library of
custom actions.

1 Create the action, test it on a sample workload, and save it together with its dependencies in a
directory that the PlateSpin Server can access.

Take special care when developing post-migration actions for Linux workloads, which allow
different characters in file names and support different ACL (Access Control List) permissions.
For Linux operating systems, amalgamate the action’s directory structure into a single file.

See KB Atrticle 7970214 (https://www.netiqg.com/support/kb/doc.php?id=7970214).
2 In the PlateSpin Migrate Client, click Tools > Manage Actions.
3 Click Add.

Add Action

—&dd Action

Action Mame: I #2P_|Pcaonfig
wfindows: C Ling © Solars

~Files :

Action Folder: CMemph81 04zMOCKLPS Browse. . |
File M ame | Size | Date Modified | Fiefresh |
[post-conversion] ACTIONS W2P_IPYT bat 273KB £/12/2003 12:05:18 &M
[post-conversion] ACTIONS W<2P_IP42 bat 30.29KB 6/12/2003 12:07:18 AM G ta Falder |
[post-conversion] ACTIONS W2P_IP43. bat 18.42KR £/12/2009 12:08:00 Ak
[post-conversion] ACTIONS X2P_IPYA2P_IP bat 4ESKE £/12/2009 12:08:17 Ak

[post-conversion] ACTIONSW2P_IPYCER_IP exe 228.05KB BA12/200312:12:32 AM

File to Execute: I [post-conversion] ACTIONSWH2ZP_IPW2P_IP.exe Set

[~ Default Options :

Command line argurments: I

Execution timeot: I i} 3: seconds
V' No timeout
Help | akK I Cancel |

4 In the Add Action window, type a hame for your custom action, select the target operating
system type, then browse to and select the directory that contains the required action with its
dependencies.
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PlateSpin Migrate populates the list with the contents of the selected folder.
5 In the File Name column, select the required executable, then click Set.

6 In the Default Options section, specify any required command line arguments and an execution
timeout, then click OK.

PlateSpin Migrate packages and uploads the library.

The action is now available for selection in migration jobs. See “Including a Custom Post-migration
Action in a Migration Job” on page 178.

Freeze and Thaw Scripting Capabilities (Linux Block-Level
Migrations)

PlateSpin Migrate provides an additional means of control over your Linux block-level migration
process — the f r eeze and t haw shell scripts.

These scripts are executed during Linux workload migrations, at the beginning and end of block-level
data transfer sessions. Specifically, they interject in the migration process in the following fashion:
1. First pass of all volumes without snapshots:
+ Regular (non-LVM) volumes
+ LVM without enough space to take a snapshot
Fr eeze script
Take snapshots
Second pass of all non-snapshot volumes
Thaw script

S T oA

Transfer volume snapshots

You can use this capability to complement the automated daemon control feature provided through
the user interface (see “Handling Source Workload Services or Daemons During Live Transfer
(Windows and Linux)” on page 166.

For example, you might want to use this feature to cause an application to flush its data to disk so that
the workload remains in a more consistent state during a Live Transfer migration.

To use the feature, do the following before setting up your migration job:

1 Create the following files:

+ pl atespin. freeze. sh— to contain the f r eeze shell script logic

¢ pl atespi n. t haw. sh— to contain the t haw shell script logic

+ pl atespi n. conf . A text file defining any required arguments, along with a timeout value.
The required format for the contents of the pl at espi n. conf file is:
[ Servi ceControl]
(optional) Fr eezeAr gument s=<arguments>
(optional) ThawAr gunent s=<arguments>
(optional) Ti meQut =<timeout>

Replace <arguments> with the required command arguments, separated by a space, and
<timeout> with a timeout value in seconds. If unspecified, the default timeout is used (60
seconds).
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2 Save the scripts, along with the . conf file, on your Linux source workload, in the following
directory:

/etc/pl at espi n/

3.8 Setting Up, Executing, and Managing Jobs

Most discovery and portability operations are defined, executed, and monitored as PlateSpin Migrate
jobs.

¢ Section 3.8.1, “Setting a Migration Job,” on page 83

+ Section 3.8.2, “Pre-Migration Job Validation,” on page 85

+ Section 3.8.3, “Saving Migration Jobs,” on page 85

+ Section 3.8.4, “Starting a Saved Migration Job in the Jobs View,” on page 85

¢ Section 3.8.5, “Changing the Start Time of a Scheduled Migration Job,” on page 86

+ Section 3.8.6, “Viewing the Parameters of a Completed or In-Progress Migration Job,” on
page 86

¢ Section 3.8.7, “Canceling an In-Progress Job,” on page 86

+ Section 3.8.8, “Controlling the State of Source Workloads in the Jobs View,” on page 86
+ Section 3.8.9, “Generating Job Reports,” on page 86

+ Section 3.8.10, “Job Diagnostics,” on page 87

3.8.1 Setting a Migration Job

For any migration job, you must have a discovered source and a discovered target. For information
about discovering source workloads and migration targets, see Section 3.3, “Discovering Source
Workloads and Migration Targets,” on page 64.

To start a migration job:

1 Do one of the following to open the Action window:
+ Drag a discovered source and drop it on a discovered target.
¢ Click a task in the Tasks pane.
+ Click the New Job toolbar.

+ In the Jobs view, right-click a source and select a command from the context menu.
Available commands depend on the type of source.
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Action

ADMIN-PC - localhost
-
windows ¥ B4 Enterprize (!//! Whiware ESkI Server [B4-bit E..
164.99,190.165 [workgroup] 164,99.181.230
Source: Target;
Hosthame | ~Actions Hosthame L

 CopyWorkload
& rhel-5-11-32bit. migrateauta.com & Move Workload i R420-HY2

2 WIN-ZKBRZ-PULAK w RE20-HYPERY
{~ Capture Image

" Deploy Image

~ Tranzfer Scope
& Full Migration
£ Server Sync [Changes only)

~&iction Description

The act of migrating a server [phyzical ar vitual] from one piece of infragtructure to another with the inkent of retiring or

repurpozing the ongingl infraztucture, Az litle ag pogzible iz changed with the migrated server during a move, A
workload licenze iz transferred from gource zerver to target zerver duning a mowe.

= -
@ Mo warnings o emors

Help Canfique Defaults Configure Job I Cancel |

[~ Don't show this window on drag and drop

A

The Source and Target panes display workloads and targets applicable to the selected type of a
migration job.

The Full Transfer and Server Sync options are enabled in the following circumstances:
+ The system detects an existing operating system on the target
+ The operating system profile of the target matches that of the source workload
See “Synchronizing Workloads with Server Sync” on page 119.
Check the validation messages at the bottom of the window.

3 To start configuring your migration job, click Configure Job.

(Optional) For convenience, to avoid displaying the Action window on drag-and-drop, select
Don’t show this window on drag and drop before you proceed. Subsequent drag-and-drops
actions bypass the Action window and directly open a Conversion Job window.

To restore the job migration startup behavior, restore the application defaults. See “General
Options” on page 44.
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3.8.2 Pre-Migration Job Validation

When starting a migration job, PlateSpin Migrate validates the job type, the source, the target, and the
selected parameters, and might generate errors and warnings.

E3 Error markers show configurations that you need to change before the migration job can start.

#, Warning markers alert you to settings that should be confirmed prior to starting the migration.

In a default PlateSpin Migrate configuration, validation messages display at the bottom of the Action
window. However, If you have configured PlateSpin Migrate to bypass the Action window on drag-
and-drop, errors and warnings are displayed in a separate window:

Figure 3-6 Migration Validation Window

PlateSpin Migrale Conversion Validation [_ ol ]
/ ! } Please note the following warnings befare continuing :
~Source : DOCS

appi

2005 Ewxpress Edition [PORTABILITYSUITE]" iz detected on thiz

Refrash Source ... |

% Application “Microsoft SOL Server

— Target : comp187

2 During the migration & ol thin the DRS Cluster

&) During the migration YMware DRS will be set to 'Partially Automated” for the Target VM, but other Yz in

the cluster will nat be affected
Fiefiesh Target |
Help I~ Show me only when validation erars ocour Cantinue I Cancel |
4

To force this window to open only on errors, select the Show me only when validation errors occur
option.

3.8.3 Saving Migration Jobs

You can save a migration job for executing it at a later time. After you start a job and configure all the
options, click the arrow at the right side of the Save button, then select a command from the drop-
down list:

Save As...
Save with NTFS Encryption

3.8.4 Starting a Saved Migration Job in the Jobs View

1 In the PlateSpin Migrate Client’s Jobs view, click the Saved Jobs tab and locate the required
saved job.

2 Right-click the job and select Start.
PlateSpin Migrate starts the saved migration job.
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3.8.5

3.8.6

3.8.7

3.8.8

3.8.9

Changing the Start Time of a Scheduled Migration Job

1 In the PlateSpin Migrate Client’s Jobs view, locate the required scheduled job.
2 Right-click the job and select Change Start Time.
The Change Job Start Time dialog box opens.

Currently scheduled to start on 1041742008 at 3:08 P
New starttime: | 10/17/2008 03:08 PM B

Help I ak. | Cancel |

3 Specify the required start date and time and click OK.
PlateSpin Migrate reschedules the job and executes it at the specified time.

Viewing the Parameters of a Completed or In-Progress
Migration Job
1 In the PlateSpin Migrate Client’s Jobs view, locate the required job.

2 Right-click the job and select View.

PlateSpin Migrate opens the job configuration window and displays the job’s configuration
parameters in read-only mode.

Canceling an In-Progress Job

1 In the PlateSpin Migrate Client’s Jobs view, locate the required job.
2 Right-click the job and select Abort.

Controlling the State of Source Workloads in the Jobs View

You can restart or shut down your source workload in the Jobs view, unless it in an active migration
job.

1 In the PlateSpin Migrate Client’s Jobs view, locate the required job.

2 Right-click the job and select Restart Source or Shutdown Source as applicable.

To automate the startup state of source and target workloads, specify the required post-migration
state in your migration job. See “Specifying Conversion Options” on page 147.

Generating Job Reports

You can generate detailed reports of running and completed jobs. A report records the tasks
performed during the job.

To generate a job report:

1 In the PlateSpin Migrate Client’s Jobs view, locate the required job.
2 Right-click the job and select Report.

PlateSpin Migrate 12.1 User Guide



3.8.10

@ Discover S

< Discover Se Abort

#

% Discover Se Change Start Time...

=

@ Discover 5¢ <0

+

Edit. ..
@ Discover Se

#

2 38 Delste 10b..,
“ Discover Se

Properties

=

@ Discover Se
@ Test Hastnl‘nﬂ Report 53 Server DI

=

#

@ |ncremental Run Diagriostics. . ta DEMO-ES
@ Discover Gerver Detals for DEMO- 2K

=

=

A Web browser window displays the requested report.

Job Diagnostics

PlateSpin Migrate provides a tool that can produce a diagnostics report for any running or completed
job.

To view a diagnostics report:

1 In the PlateSpin Migrate Client Jobs view, right-click the required job and select Run
Diagnostics.

The diagnostics report is displayed in a browser window. This process might take a few
moments.

The diagnostics report lists several statistics:

+ All the operations involved in the job. Click any operation to view its XML representation.
+ The status of each operation.

+ The controller that ran the operation. Click the controller to view its XML representation, or click
Logs to view its event log.

In addition, the report contains links to:

+ The XML representations of the source machine, original target machine, and the target VM
host.

+ The root operation for the job, as well as a variety of logs and reports.

Diagnostics reports can be sent directly to technical support by following the instructions provided on
the report.

Getting Started with PlateSpin Migrate 87



88 PlateSpin Migrate 12.1 User Guide



Working with the PlateSpin Migrate Web
Interface

PlateSpin Migrate includes a Web Interface that supports large scale migration of physical and virtual
source workloads to target VMware containers or Microsoft Azure containers. Use this interface when
you want to simultaneously migrate a large number of workloads.

Before you use the PlateSpin Migrate Web Interface to migrate workloads to Azure, you must plan the
migration. See Section 4.1, “Planning For Migrating Workloads to Azure,” on page 90.

IMPORTANT

+ Do not use the PlateSpin Migrate Client and the PlateSpin Migrate Web Interface
interchangeably to perform the migration tasks during the migration process of a workload.
NetlQ Corporation strongly recommends that you either use the PlateSpin Migrate Client or the
PlateSpin Migrate Web Interface throughout the migration cycle of a workload. For information
about the migration tasks you can perform using the PlateSpin Migrate Client and the PlateSpin
Migrate Web Interface, see Section 1.1.3, “Migration Tasks Matrix for PlateSpin Migrate Client
and PlateSpin Migrate Web Interface,” on page 15.

+ You cannot use the PlateSpin Migrate Web Interface to migrate the following:

*

PlateSpin Images

*

Workloads to the target non-VMware hypervisor containers

*

Workloads to target physical machines
+ Azure workloads to target Azure containers.

+ The default filename for a VM’s virtual disk uses the workload’'s FQDN, such as
<f qdn>_VM N. vindk, where N is the disk number. The total length limit of the virtual disk
filename is 63 characters, including the fixed naming conventions and file extension.

You can alter certain elements of the Web Interface to match your organization branding. For more
information, see “Rebranding the PlateSpin Migrate Web Interface” on page 221.

Review the following sections:

+ Section 4.1, “Planning For Migrating Workloads to Azure,” on page 90

+ Section 4.2, “Enabling an Azure Subscription to Deploy the Replication Environment VM,” on
page 91

+ Section 4.3, “Azure Networking Guidelines,” on page 92

+ Section 4.4, “Accessing the PlateSpin Migrate Web Interface,” on page 93
+ Section 4.5, “Navigating the Web Interface,” on page 94

+ Section 4.6, “Dashboard,” on page 95

+ Section 4.7, “Discovering Source Workloads and Targets,” on page 95

+ Section 4.8, “Workloads,” on page 96

+ Section 4.9, “Targets,” on page 108

+ Section 4.10, “Tasks,” on page 108
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+ Section 4.11, “Generating Reports Using the PlateSpin Migrate Web Interface,” on page 109

+ Section 4.12, “Configuring the Settings For the Web Interface,” on page 110

+ Section 4.13, “Configuring the Refresh Rates for the Web Interface,” on page 115

4.1 Planning For Migrating Workloads to Azure

PlateSpin Migrate 12.1 enhances the Web Interface to let you migrate the following Windows and
Linux workloads to Microsoft Azure:

Windows:

*

*

*

Microsoft Windows Server 2012 R2
Microsoft Windows Server 2012
Microsoft Windows Server 2008 R2

Linux:

*

*

Red Hat Enterprise Linux (RHEL) 7.1
Red Hat Enterprise Linux (RHEL) 6.7

¢ SUSE Linux Enterprise Server (SLES) 11 SP4

*

SUSE Linux Enterprise Server (SLES) 11 SP3

NOTE

*

*

Migration of Microsoft Azure source workloads to Microsoft Azure target containers is not
supported.

Migration of Linux workloads to an Azure target is restricted to workloads with only a single NIC.

Consider the following points before you use the PlateSpin Migrate Web Interface to migrate
workloads to Azure:

*

Migration of Windows cluster workloads is not supported because Microsoft Azure does not
support Windows clusters.

Migration of UEFI workloads is not supported.

The PlateSpin Migrate Client does not support migration of workloads to Microsoft Azure. You
can use only the PlateSpin Migrate Web Interface to migrate the workloads to Microsoft Azure.

Test Cutover of workloads is not supported. You can perform only Run Cutover of workloads.

PlateSpin Migrate supports Azure VM sizes with up to 64 data disks. For the maximum instance
size in a selected Azure Region, Migrate will use one data disk for the OS disk replication in the
PlateSpin Replication Environment. After migration, this disk becomes the OS disk, and you can
add a data disk.

Each data disk must have a maximum size of 1TB (1024 GB).

Migrate recommends an Azure VM instance size that meets or exceeds the source workload's
settings for cores, memory, data disks, and NICs. However, you can choose a smaller or larger
instance size based on your requirements for the target workload, as limited by the maximum
instance sizes available in the selected Azure Region.

The size of the disk created on the Azure VM is the size of the source disk partition plus about 1
GB because of the granularity of available disk sizes on Azure.
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4.2

+ You need an OS license for the migrated target workload. For Azure target workloads, you must
provide Azure with the license information or Microsoft will charge you for the OS license.

+ For each target Azure subscription, you must enable programmatic deployment for the PlateSpin
Migrate Replication Environment VM. See Section 4.2, “Enabling an Azure Subscription to
Deploy the Replication Environment VM,” on page 91.

+ Currently, when the time on the PlateSpin Server goes out of sync, the cutover will fail with a 403
forbidden error. Can we either detect that the root cause is the time problem, and state that as
the error message or add that to it - or otherwise build in some sort of very visible warning that
the time is out of sync

+ Ensure that the PlateSpin Server host displays the correct time for the time zone it is in. If the
time on the PlateSpin Server host is incorrect, the cutover process fails with a 403 forbidden
error.

Prerequisites for Migrating Workloads to Azure

PlateSpin Migrate uses the Microsoft Azure Resource Manager for migrating workloads to Microsoft
Azure. Before you use PlateSpin Migrate to migrate workloads to Microsoft Azure, ensure that the
following cloud access prerequisites are correctly configured and available:

+ A Microsoft Azure Account and a subscription for your account

*

A Client ID required to access Microsoft Azure

*

An Azure Active Directory user created as a contributor for the subscription

*

A Virtual Network with a Subnet different from the default Gateway Subnet
+ The minimum network-related prerequisites for a successful migration are:

+ The source and the target workload must be able to communicate with the PlateSpin
Migrate server on port 443. The target workload is the replica of the source workload that
will reside in Microsoft Azure.

+ The PlateSpin Migrate server must be able to communicate with the Microsoft Azure API
endpoint on port 443.

+ The PlateSpin Migrate server must be able to communicate with the source workloads on
the ports that are used for DCOM, WMI, and RPC.

+ The target workload must be able to reach the source workload on port 3725 (default). The
direction of this connection can be reversed (source to target), and the port number is
configurable. For information about changing the default settings, see Chapter 2, “Post-
Installation Configuration,” on page 27.

For information about setting up your Azure cloud account to work with PlateSpin Migrate, see
“PlateSpin Migrate Best Practices for Migrating Windows Workloads to Microsoft Azure” on the
PlateSpin Migrate Resources Webpage.

Enabling an Azure Subscription to Deploy the
Replication Environment VM

PlateSpin Migrate must be able to programmatically deploy a PlateSpin Migrate Replication
Environment VM during the replication of workloads to Azure. The required VM image is available in
the Azure Marketplace. You must enable programmatic deployment of the image for each
subscription that will perform migrations with PlateSpin Migrate.
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NOTE: All migrations for the target subscription will fail until you enable the subscription to deploy the
Replication Environment VM.

To enable programmatic deployment of the Replication Environment VM:

1 Go to the Microsoft Azure Portal (https://portal.azure.com) and log in to your Azure account.

2 In the portal menu, click New, then search for the PlateSpin Migrate 12.1 Replication
Environment image in the Azure Marketplace.

3 In the Results panel, select the PlateSpin Migrate 12.1 Replication Environment.

Everything

Y

Filter

PlateSpin Migrate 12.1 Replication Environmentl

Results
NAME ~

PUBLISHER & CATEGORY

“b‘ PlateSpin Migrate 12,1 Replication Environment NetiQ Virtual Machines

4 At the bottom of the PlateSpin Migrate 12.1 Replication Environment page under Select a
deployment model, click Want to deploy programmatically? Get Started.

Select a deployment model @

| Rezource Manage W

Create

5 On the Configure Programmatic Deployment page, read the Terms of Use.

6 For each subscription that will perform migrations with PlateSpin Migrate, change its status from
Disable to Enable.

7 Click Save.

4.3 Azure Networking Guidelines

Consider the following guidelines when you are migrating workloads to Microsoft Azure.

¢ Section 4.3.1, “Windows Workloads with Multiple NICs,” on page 93

+ Section 4.3.2, “Private and Public IP Addresses for Workloads Connected on an Azure VPN,” on
page 93
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4.3.2

4.4

Windows Workloads with Multiple NICs

For Windows workloads with multiple NICs, Azure configures the VM with a default gateway that is
associated with the primary network interface. Azure removes the gateway information for all
secondary NICs, which limits their communications to the same subnet as the primary interface.

To enable a secondary NIC to communicate outside its own subnet, you can use the Windows r out e
add command to add a different gateway entry for the secondary NIC in the routing table. See
“Configure Windows VMs” in Create a VM with Multiple NICs (https://azure.microsoft.com/en-us/
documentation/articles/virtual-networks-multiple-nics/) on the Microsoft Azure website (https://
azure.microsoft.com/).

Private and Public IP Addresses for Workloads Connected
on an Azure VPN

Each Azure VM has both a public IP address and a private IP address for communications from
machines outside the Microsoft Azure cloud environment. Azure automatically associates these IP
addresses with the primary network interface for the VM.

You can use the Microsoft Remote Desktop client to connect remotely to the Azure VM. Specify the IP
address as follows:

+ Private IP address: Use the VM’s private IP address if your machine is part of the address
space for the Azure VPN.

+ Public IP address: Use the VM's public IP address if your machine is not part of the
address space for the Azure VPN.

You can alternatively use the Connect option in the Microsoft Azure portal (https://
azure.microsoft.com/en-us/features/azure-portal/) from a machine with an address space that is not
part of the Azure VPN. This option automatically launches the Microsoft Remote Desktop client
configured to connect to the VM'’s public IP address for the primary NIC.

NOTE: This portal operation fails if your machine is in the address space of the Azure VPN.

Accessing the PlateSpin Migrate Web Interface

To access the PlateSpin Migrate Web Interface, use one of the following browsers:
¢+ Google Chrome: Version 34.0 and later
+ Microsoft Internet Explorer: Version 11.0 and later
+ Mozilla Firefox: Version 29.0 and later

You must ensure that JavaScript (Active Scripting) is enabled in the browser. To enable JavaScript in
the browser, do the following:
¢+ Google Chrome browser:
1. From the menu, click Settings and scroll to click Show advanced settings.
2. Under Privacy, click Content settings.
3. Scroll to JavaScript and select Allow all sites to run JavaScript.
4. Click Done.
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+ Firefox browser:

1. Inthe Location bar, type about : confi g and press Enter.
Click I'll be careful, | promise!

In the Search bar, type j avascri pt. enabl ed and press Enter.

oD

In the search results, view the value for the j avascri pt . enabl ed parameter. If its value is
f al se, right-click j avascri pt. enabl ed and select Toggle to set its value to t r ue.

+ Internet Explorer:

1. From the Tools menu, select Internet Options.

Click Security and then click Custom level.

Scroll to Scripting > Active scripting and select Enable.
Click Yes on the warning dialog box, then click OK.
Click Apply > OK.

o > woNn

To launch PlateSpin Migrate Web Interface:

1 Open a web browser and go to:

https://hostnane or |P_address/Mgrate

Replace hostname or IP_address with the DNS hostname or IP address of your PlateSpin
Migrate Server.

If SSL is not enabled, use ht t p in the URL.

Log in using the local Administrator user credentials for the PlateSpin Server host or as an
authorized user.

For information about setting up additional users for PlateSpin, see Section 2.2, “Setting Up User
Authorization and Authentication,” on page 31.

4.5 Navigating the Web Interface

The Web Interface displays a navigation bar with the following links:

+ Dashboard: Displays the default Dashboard page that provides information about the Migrate

licenses, latest tasks, running events, upcoming events, and past events. See Section 4.6,
“Dashboard,” on page 95.

Workloads: Displays the Workloads page that lists all the discovered workloads. To add or
discover a workload, click Add Workload option on the Dashboard page or the Workloads page.
For more information about adding or discovering a workload, see Section 4.8.1, “Adding or
Discovering a Source Workload,” on page 97.

You can perform various other tasks such as configuring a workload, preparing a workload for
migration, and migrating a workload. See Section 4.8, “Workloads,” on page 96.

Targets: Displays the Targets page that lists the already added target containers and lets you
add new targets. See Section 4.9, “Targets,” on page 108.

Tasks: Displays the Tasks page that lists items requiring user intervention. See Section 4.10,
“Tasks,” on page 108.

Reports: Displays the Reports page. See Section 4.11, “Generating Reports Using the
PlateSpin Migrate Web Interface,” on page 109.

Settings: Displays the Settings page that lets you configure the following:
+ Workload Tags: See Section 4.12.1, “Using Tags to Help Sort Workloads,” on page 110.
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+ Permissions: See Section 4.12.2, “Managing PlateSpin Migrate Security Groups and
Workload Permissions,” on page 111.

+ General Notification Settings: See “Setting Up Automatic Event Notifications by Email” on
page 112.

+ Report Notification Settings: See “Setting Up Automatic Replication Reports by Email” on
page 113.

¢ SMTP: See “SMTP Configuration” on page 112.
+ Licenses: See Section 4.12.4, “Configuring Product Licenses,” on page 114.

Dashboard

The Dashboard page provides information about the Migrate licenses, tasks, running events,
upcoming events, and past events.

The left pane of the Dashboard page provides a high-level view of the overall state of the PlateSpin
Migrate workload inventory, summary of the license information and also lets you add or discover a
new workload. For more information about adding or discovering a workload, see Section 4.8.1,
“Adding or Discovering a Source Workload,” on page 97.

The right pane of the Dashboard page provides information about events and tasks that requires user
attention.

Discovering Source Workloads and Targets

Before you migrate a workload through the Web Interface, you must first add or discover the workload
and a target.You must also ensure that PlateSpin Server can communicate with your source
workloads and targets. For more information, see section Section 2.3.1, “Requirements for
Discovery,” on page 40.

For more information about workloads and how to add workloads, see Section 4.8, “Workloads,” on
page 96.

For more information about targets and how to add targets, see Section 4.9, “Targets,” on page 108.

NOTE

+ All the workloads and the targets that you discover using the PlateSpin Migrate Web Interface
are listed in the PlateSpin Migrate Client also. However, if you discover workloads and targets
through the Platespin Migrate Client, then only the workloads and targets that you discover in the
default network displays on the PlateSpin Migrate Web Interface.

+ When you use the Web Interface to discover workloads and targets, a default heartbeat delay of
15 seconds (15000 ms) is set on the controller.

To enable a heartbeat delay of shorter or longer duration, do the following:
1. On the Migrate server computer, open the registry editor.
2. Go to HKLM SOFTWARE\ Pl at eSpi n\ Qper at i onsFr amewor k\ Control | er.

3. Add a key named Heart beat St art upDel ayl nM5 of type REG_SZ and set its value to the
desired value in milliseconds. The default setting should be 15000.

4. Restart the server computer.
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The Workloads page displays the following information for each discovered workload:

Item Description

Tasks Displays a warning icon for a task that might require user attention. For
example: if a workload goes offline, then a warning icon displays. Click the icon
to see more details.

Online Displays one of the following:

+ Yes: If the workload is online.

+ No: If the workload is offline.

Workload Displays the workload name. Click the workload name to configure the
workload for migration.

Tag Displays the tag associated with the workload. For more information about the
tags, see Section 4.12.1, “Using Tags to Help Sort Workloads,” on page 110.

Schedule Displays the status of the schedule if you have configured a schedule for the
workload migration. For example: if the schedule is configured, it displays
Active after you have prepared the workload for migration until the end of the
migration cycle, unless you pause the schedule. If you click Pause Schedule,
then Paused displays. If you click Resume Schedule, then Active displays
again.

Status Displays the current status of the workload. For example:
+ Adding Workload: The process of adding or discovering a workload is in
progress.

+ Not Configured: The workload has been discovered but is not yet
configured.

+ Migration Configured: The workload has been configured for migration.
+ Preparing Migration: The workload is being prepared for migration.

* Running First Replication: The workload is being replicated for the first

time.
Last Replication Displays the date when the workload was last replicated.
Next Replication Displays the date when the workload is scheduled for the next replication.
Last Test Cutover Displays the date when the target workload was last tested.

NOTE: All time stamps reflect the time zone of the PlateSpin Server host. This might be different from
the time zone of the source workload or the time zone of the host on which you are running the
PlateSpin Migrate Web Interface. A display of the server date and time appears at the bottom right of
the client window.
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4.8.2

4.8.3

Adding or Discovering a Source Workload

To migrate a workload through the Web Interface, you must first add or discover the workload. Before
you discover a workload, ensure that PlateSpin Server can communicate with your source workloads
and targets. For more information, see section Section 2.3.1, “Requirements for Discovery,” on
page 40.

1 In the PlateSpin Migrate Web Interface, click Workloads > Add Workload.

Alternatively, you can click the Add Workload option on the Dashboard page.

2 Specify the hostname or the IP address of the workload you want to add.

3 Select the type of workload.

4 Specify the credentials to connect to the workload.

5 Click Add Workload to discover the workload and list it on the Workloads page.

Modifying the Listing of the Workloads

On the Workloads page, you can limit the display of the discovered workloads. For example:
+ To display all the workloads that are not yet configured, select the Workload Status option as Not
Configured and the Tag option as All.

+ To display all the failed Windows workloads, select the Workload Status option as Failed
Workloads and the Tag option as Windows.

For information about how to create tags and associate them with workloads, see
Section 4.12.1, “Using Tags to Help Sort Workloads,” on page 110.
To modify the listing of the workloads:

1 Inthe Workload Status option, select one of the following:
+ All Workloads: Displays all the discovered workloads.
+ Ready For Cutover: Displays the workloads that are replicated at least once.
+ Pending: Displays the workloads on which some action is still in progress.

+ Failed Workloads: Displays the workloads that have failed an operation such as
configuring migration, preparing migration, or running migration.

+ Not Configured: Displays all the workloads that are not yet configured.
2 In the Tag option, select the tag associated with the workloads you want to list.

For information about how to create tags and associate them with workloads, see
Section 4.12.1, “Using Tags to Help Sort Workloads,” on page 110.

Understanding the Migration Tasks

You can perform the following tasks on a workload that you want to migrate depending on the current
state of the workload. For example: After you add or discover a workload, you must configure the
migration details for the discovered workload. You cannot directly prepare the discovered workload
for migration, unless you have configured the migration details for the workload.

Task Description

Configure Migration | Allows you to configure the settings required for migrating the workload. See
Section 4.8.4, “Configuring the Workload for Migration,” on page 98.
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Task Description

Prepare Migration Installs the required data transfer software on the source and creates a target
workload (a virtual machine) on the target container in preparation for the workload
replication. See Section 4.8.5, “Preparing the Migration,” on page 107.

Run Migration Starts replicating the workload according to specified parameters. See Section 4.8.6,
“Running the Migration,” on page 107.

Test Cutover Boots and configures the target workload within the container for testing purposes.
Run Cutover Boots and configures the target workload to complete the migration cycle.
Remove Workload Removes a workload from the inventory.

Pause Schedule Suspends all scheduled replications until the schedule is resumed.

Resume Schedule Resumes the workload replication according to the saved replication settings.

48.4 Configuring the Workload for Migration

When you add or discover a workload, the workload is listed on the Workloads page and the status is
set as Not Configured. Before you migrate the workload, you must configure the workload for
migration:

1 Launch the PlateSpin Migrate Web Interface.

2 On the Workloads page, select the workload you want to configure.

3 Click Configure Migration.

4 Select one of the following based on the scope of data you want to transfer from the source to
the target:

+ Full Replication: A full volume of data transfer takes place from the source to the target.

+ Incremental Replication: Only differences are transferred from the source to the target,
provided they have similar operating system and volume profiles.

NOTE
Incremental Replication of data to Microsoft Azure is not supported.

5 Select the target to which you want to migrate the source data.
6 Click Configure Migration.
7 Configure the following settings:

Setting Name Description

Schedule Settings
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Setting Name

Description

Incremental Recurrence

Specify the following:

+ Start of Recurrence: The date when you want to start the replication.
You can specify the date or click the calendar icon to select the date. By
default, the time is 12.00 a.m.

* Recurrence Pattern: The pattern to follow for the recurrence of the
replication. For example:

+ To use incremental recurrence everyday, select Daily.
+ To never use incremental recurrence, select None.

NOTE: When you schedule incremental recurrence, the replication takes
place for a maximum period of 60 days from the starting time of
replication. For example:

+ If you select Daily, then the replication takes place for 60 days from
the time the replication starts.

+ If you select Weekly, then the replication takes place for 8 weeks
from the time the replication starts.

+ If you select Monthly, then the replication takes place for 2 months
from the time the replication starts.

Full Replication

Do one of the following:

* To specify a schedule for the replication, click Start and specify the date
when you want to start the full replication.

+ To start full replication manually without setting a schedule, click None.

NOTE: You must prepare the workload prior to the scheduled time. If the
workload is not prepared by the scheduled time, then full replication is skipped.

Blackout Window

Use these settings to force a replication blackout. The replication blackout
suspends scheduled replications during peak utilization hours or prevents
conflicts between VSS-aware software and the PlateSpin VSS block-level data
transfer component.

To specify a blackout window, click Edit and do the following:
+ Specify the start and end time for the blackout period.

+ Select one of the blackout recurrence pattern such as daily, weekly, or
monthly. If you do not want to force a replication blackout, select None.

NOTE: The blackout start and end times are based on the system clock on the
PlateSpin Server.

Compression Level

These settings control how workload data is compressed before transmission.
See Section 1.5.2, “Data Compression,” on page 25. Select one of the following
options:
* Fast: Consumes the least CPU resources on the source, but yields a
lower compression ratio.

+ Optimal: Consumes optimal CPU resources on the source and yields an
optimal compression ratio. This is the recommended option.

¢ Maximum: Consumes the most CPU resources on the source, but yields
a higher compression ratio.
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Setting Name

Description

Bandwidth Throttling

These settings control the bandwidth throttling. PlateSpin Migrate enables you
to control the amount of available bandwidth consumed by direct source-to-
target communication over the course of a workload migration. You can specify
a throughput rate for each migration job. This provides a way to prevent
migration traffic from congesting your production network and reduces the
overall load of your PlateSpin Server.

To throttle replications to a specified rate, specify the required throughput value
in Mbps and the time pattern.

Migration Settings

Transfer Method

(Windows) Select a data transfer mechanism and security through
encryption.See Section 1.3, “Supported Transfer Methods,” on page 21.

To enable encryption, select the Encrypt Data Transfer option. See
Section 1.4, “Security and Privacy,” on page 23

NOTE: The Offline Transfer with Temporary Boot Environment transfer
method is not applicable for the Web interface.

Transfer Encryption

(Linux) To enable encryption, select the Encrypt Data Transfer option. See
Section 1.4, “Security and Privacy,” on page 23.

Source Credentials

Specify the credentials required for accessing the workload. See Section 3.3.8,
“Discovery Guidelines for Machine Types and Credentials,” on page 70.

Cloud Instance Size

(For migration to Azure) Select the cloud instance size appropriate for your
workload. By default, the cloud instance size that most closely matches your
workload is selected. The default selection is based on Azure’s definition of
instance for the following component types:

+ Number of cores
+ Amount of RAM
* Number of data disks
¢ Number of NICs
The default instance either meets or exceed the settings for these components

on the source workload. However, you can choose an instance based on your
requirements. For example:

* To reduce the number of cores or amount of RAM on the target workload,
select a smaller cloud instance size in the list.

+ To migrate only some of the data disks, select a cloud instance size with
fewer data disks that best fits your need. Deselect the data disks that
should not be migrated until the number of disks for migration fits the
selected instance
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Setting Name Description

CPU (VM containers using VMware 5.1, 5.5, and 6.0 with a minimum VM hardware
Level 8) Specify the number of sockets and the number of cores per socket for
the target workload. It automatically calculates the total cores. This parameter
applies on the initial setup of a workload with an initial replication setting of Full
Replication.

NOTE: The maximum number of cores the workload can use is subject to
external factors such as the guest operating system, the VM hardware version,
VMware licensing for the ESXi host, and ESXi host compute maximums for
vSphere (see vSphere 5.1 Configuration Maximums (http://www.vmware.com/
pdf/vsphere5/r51/vsphere-51-configuration-maximums.pdf)).

Some distributions of a guest OS might not honor the cores and cores per
socket configuration. For example, guest OSes using SLES 10 SP4 and OES 2
SP3 retain their original cores and sockets settings as installed, whereas other
SLES, RHEL, and OES distributions honor the configuration.

Number of CPUs (VM containers using VMware 4.1) Specify the required number of vCPUs
(virtual CPUs) to assign to the target workload. This parameter applies on the
initial setup of a workload with an initial replication setting of Full Replication.
Each vCPU is presented to the guest OS on the VM container as a single core,
single socket.

Replication Network Separate replication traffic based on virtual networks defined on your VM
container.

For this setting, you can also specify an MTU value that the PlateSpin Migrate
Linux RAM Disk (LRD) replication network can use. Setting a low value helps to
avoid jabber over networks. For example: a VPN.

The default value is an empty string. When networking is configured in the
LRD, it allows the network device to set its own default, which is usually 1500.
However, if you specify a value, PlateSpin Migrate adjusts the MTU when it
configures the network interface.

Networks Allowed for Specify one or more network interfaces (NIC or IP address) on the source to
Replication use for replication traffic.

Resource Pool for Target (VM container is part of a DRS Cluster.) Specify the Resource Pool location
VM where the migrated VM is to be created.

VM Folder for Target VM (VM container is part of a DRS Cluster.) Specify the VM folder location where
the migrated VM is to be created.

Virtual Machine Name Specify a display name for the new virtual machine.

Configuration File Select a datastore associated with your VM for storing VM configuration files.
Datastore

Virtual Machine Specify the path to the configuration file on the target virtual machine.

Configuration Path

Disks Specify the path to the hard disk on the target virtual machine.

Select Thin Disk to enable the thin-provisioned virtual disk feature. The virtual
disk then appears to the VM to have a set size, but only consumes the amount
of disk space that is actually required by data on that disk.

Volumes Select volumes to be included in the target for migration.

Converted Logical Volumes | (Linux) Specify one or more LVM logical volumes to be migrated for a Linux
workload.
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Setting Name

Description

Non-volume Storage

(Linux) Specify a non-volume storage, such as a swap patrtition, that is
associated with the source workload. This storage is re-created in the migrated
workload.

Disks For Volume Groups

(Linux) Specify the datastore name and the path where the virtual disk must be
created on the target machine. You can choose to retain the path specified by
default.

Volume Groups

(Linux) Specify the LVM volume groups to be migrated with the LVM logical
volumes listed in the Converted Logical Volumes section of the settings.

Services to Stop
Temporarily on Source
Before Any Replication

(Windows) We recommend that all the non-VSS compliant services or anti-
virus are stopped temporarily on the source while the VSS snapshot is being
captured on the source. Select the Windows services that you want to be
temporarily stopped on the source workload while the VSS snapshot is being
captured on the source. These services are restored back as soon as the VSS
snapshot creation completes.

Services to Stop
Permanently on Source For
Cutover With Any
Replication

(Windows) Select the Windows services that should be permanently stopped
on the source workload throughout the cutover process to ensure application
data consistency.

The services stopped on the source machine during the cutover process are
not restored after the cutover process is complete even if you do not choose to
shut down the source machine during the cutover process.

Daemons to Stop During
Replication

(Linux) Select Linux daemons to be automatically stopped during the
replication.

Target Workload Settings

(These settings are applied during the Run Cutover.)

VM Memory Specify the amount of memory allocated to the target workload.

VM Tools To install the VM tools, select the Install VM Tools option. This option is
selected by default.

Hostname Do one of the following:

+ To retain the same hostname, select No Change.

+ To change the hostname, select Set To and specify the new name.
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System Identifier (SID) - Before you generate a new SID for the Windows Server 2003, Windows Server
(This Setting is applicable 2000, or Windows XP target workload computer, you must do the following:
only for Windows Server

* i .
2008, Windows Server Enable the SID generation:

2003, Windows Server 1. Open a web browser and go to:
2000, Windows XP, and ) . . .
Windows Vista) https://hostnane or |P_address/pl atespi nconfiguration

Replace hostname or IP_address with the DNS hostname or IP
address of your PlateSpin Migrate Server.

If SSL is not enabled, use ht 't p in the URL.

2. On the PlateSpin Server Configuration page, set
alwaysGenerateNewsSid to True.

+ Ensure that the hosthame of the source and target workloads are
different.

To generate a new system identifier for the target workload, select Generate
New System Identifier (SID) in the Target Workload Test Settings section of
the Web Interface. For Windows Server 2008 and Windows Vista, you

must specify the local Administrator account credentials. If this account has
been locally renamed on the source, provide the new name. If this account is
disabled on Windows Vista (by default), you must first enable it.
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Setting Name

Description

Domain / Workgroup

(Windows) Depending on whether the source workload belongs to workgroup
or domain, one of the following displays:

* Workgroup: Wr kgr oup_nare

where Workgroup_name is the workgroup name to which the source
belongs.

¢ Domain: Domain_name
where Domain_name is the domain name to which the source belongs.
Do one of the following depending on where you want the target workload to
join:
* When the source workload belongs to a workgroup: Assume that the
source workload belongs to a workgroup named WorkGroupl.

+ For the target workload to join the same workgroup (WorkGroup1l),
retain the following existing selection:

Workgroup: Workgroupl

* For the target workload to join a different workgroup (say
WorkGroup2), select Join Workgroup and specify the name as
WorkGroup?2.

+ For the target workload to join a domain, select Join Domain and
specify the domain name you want the target to join.

* When the source workload belongs to a domain: Assume that the
source workload belongs to a domain named Domain1.

+ For the target workload to join a workgroup, click Join Workgroup
and specify the name of the workgroup you want the target to join.

* For the target workload to join the same domain (Domain1) with the
domain registration settings preserved, retain the following existing
selection:

Domain: Domainl

* For the target workload to join the same domain (Domainl) without
preserving the domain registration settings, select Join Domain and
specify the domain name as Domainl.

+ For the target workload to join a different domain, select Join
Domain and specify the domain name you want the target to join.

Domain Credentials

(Windows) If you select Join Domain, specify the domain administrator
credentials.

Network Connections

Select the local area connection and then select one of the following:
+ DHCP: Obtain an IP address automatically assigned by a DHCP server.
+ Static: Specify a static IP address.

For Windows workloads that have more than one NIC, select the connection for
each NIC.

(For migration to Azure) For Windows workloads that have more than one NIC,
the Primary option displays (by default) next to the first network name in the
list. To make any other network as primary, click the Make Primary option next
to the corresponding network name. For more information, see Section 4.3,
“Azure Networking Guidelines,” on page 92.
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Setting Name Description

DNS Servers Specify the DNS Servers for the target workloads. This is applicable only if you
select Static in the Network Connections option:

+ Primary DNS server: Specify the primary DNS server address.
+ Alternative DNS server: Specify an alternate DNS server address.
+ Additional DNS server: To specify additional DNS server addresses:
1. Click Advanced.
2. Specify the DNS server address.
3. Click Add to add the server in the DNS Server Addresses list.
4. Click OK.

Services States on Target (Windows) Select Windows services that must be automatically stopped on the
VM target VM.

Daemons States to Change | (Linux) Select Linux daemons that must be automatically stopped on the target
VM.

Target Workload Test Settings

(These settings are applied during the Test Cutover)

VM Memory Specify the amount of memory allocated to the target workload.

VM Tools To install the VM tools, select the Install VM Tools option. This option is
selected by default.

Hostname Do one of the following:
+ To retain the same hostname, select No Change.

* To change the hostname, select Set To and specify the new name.

System Identifier (SID) - Before you generate a new SID for the Windows Server 2003, Windows Server
(This Setting is applicable 2000, or Windows XP target workload computer, you must do the following:
only for Windows Server

* i .
2008, Windows Server Enable the SID generation:

2003, Windows Server 1. Open a web browser and go to:
2000, Windows XP, and ] . . )
Windows Vista) https://hostname or |P_address/pl atespinconfiguration

Replace hostname or IP_address with the DNS hostname or IP
address of your PlateSpin Migrate Server.

If SSL is not enabled, use ht 't p in the URL.

2. On the PlateSpin Server Configuration page, set
alwaysGenerateNewSid to True.

+ Ensure that the hostname of the source and target workloads are
different.

To generate a new system identifier for the target workload, select Generate
New System Identifier (SID) in the Target Workload Test Settings section of
the Web Interface. For Windows Server 2008 and Windows Vista, you

must specify the local Administrator account credentials. If this account has
been locally renamed on the source, provide the new name. If this account is
disabled on Windows Vista (by default), you must first enable it.
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Setting Name

Description

Domain / Workgroup

(Windows) Depending on whether the source workload belongs to workgroup
or domain, one of the following displays:

* Workgroup: Wr kgr oup_nare

where Workgroup_name is the workgroup name to which the source
belongs.

¢ Domain: Domain_name
where Domain_name is the domain name to which the source belongs.
Do one of the following depending on where you want the target workload to
join:
* When the source workload belongs to a workgroup: Assume that the
source workload belongs to a workgroup named WorkGroupl.

+ For the target workload to join the same workgroup (WorkGroup1l),
retain the following existing selection:

Workgroup: Workgroupl

* For the target workload to join a different workgroup (say
WorkGroup2), select Join Workgroup and specify the name as
WorkGroup?2.

+ For the target workload to join a domain, select Join Domain and
specify the domain name you want the target to join.

* When the source workload belongs to a domain: Assume that the
source workload belongs to a domain named Domain1.

+ For the target workload to join a workgroup, click Join Workgroup
and specify the name of the workgroup you want the target to join.

* For the target workload to join the same domain (Domain1) with the
domain registration settings preserved, retain the following existing
selection:

Domain: Domainl

* For the target workload to join the same domain (Domainl) without
preserving the domain registration settings, select Join Domain and
specify the domain name as Domainl.

+ For the target workload to join a different domain, select Join
Domain and specify the domain name you want the target to join.

Domain Credentials

(Windows) If you select Join Domain, specify the domain administrator
credentials.

Network Connections

Select the network connection and then select one of the following:
¢+ DHCP: Obtain an IP address automatically assigned by a DHCP server.
+ Static: Specify a static IP address.
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Setting Name Description

DNS Servers Specify the DNS Servers for the target workloads. This is applicable only if you
select Static in the Network Connections option:

+ Primary DNS server: Specify the primary DNS server address.
+ Alternative DNS server: Specify an alternate DNS server address.
+ Additional DNS server: To specify additional DNS server addresses:
1. Click Advanced.
2. Specify the DNS server address.
3. Click Add to add the server in the DNS Server Addresses list.
4. Click OK.

Services States on Target (Windows) Select Windows services that must be automatically stopped on the

VM target VM.
Daemons States to Change | (Linux) Select Linux daemons that must be automatically stopped on the target
VM.
Tag
Tag Select a tag to assign to the workload. For more information about tags, see

Section 4.12.1, “Using Tags to Help Sort Workloads,” on page 110.

8 (Optional) To change the target, click Change Target.

NOTE: If you change the target, all the settings you specified will be cleared.

9 Do one of the following:
¢ Click save to save the settings.
+ Click save and Prepare to save the settings and start preparing the workload migration.
+ Click Cancel to exit.

48.5 Preparing the Migration

After you configure the workload, you must prepare the workload for migration:

1 On the Workloads page, select the workload you want to migrate.

2 Click Prepare Migration, and then click Execute.

48.6 Running the Migration

1 On the Workloads page, select the workload you want to migrate.
2 Click Run Migration.

3 (Optional) To boot and configure the target workload immediately after full replication, select Run
cutover after successful replication, and then select the following if required:

+ (Optional) Select Shutdown source after cutover to shutdown the source after cutover.
+ (Optional) Select Shutdown target after cutover to shutdown the target after cutover.
4 Click Execute.
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4.10

Targets

For any migration job, you must have a source workload that you want to migrate and a target to
which you can migrate the source workload. The Targets page displays all the available targets and
lets you add a new target.

To add target:

1 In the PlateSpin Migrate Web Interface, click Targets > Add Target.
2 Select one of the following VMware targets type:

+ Microsoft Azure Location

¢+ VMware DRS Cluster

+ VMware ESX Server

3 Depending on the type of VMware targets you selected in the previous step, specify the
following. For information about the fields, see “PlateSpin Migrate Best Practices for Migrating
Windows Workloads to Microsoft Azure” on the PlateSpin Migrate Resources Webpage.

Option Description

Subscription Id Specify the subscription id for your Microsoft Azure account. This is
applicable only for Microsoft Azure Location target type.

Client Id Specify your Azure Client id required to allow the PlateSpin software
access your Azure subscription. This is applicable only for Microsoft
Azure Location target type.

Hostname or IP Specify the hostname or IP address of the target. This is applicable for
all target types other than Microsoft Azure Location.

Cluster Name Specify the name of the DRS cluster. This is applicable only for VMware
DRS Cluster.

Username and Password Specify administrator-level credentials for accessing the target host

Location Name Select the location for the Microsoft Azure target. This is applicable only

for Microsoft Azure Location target type.

4 Click Add.

Tasks

The Tasks panel displays the most recent tasks, the most recent events, and the upcoming events.

Events are logged whenever some action related to the system or the workload occurs. For example,
an event could be the addition of a new workload, the replication of a workload starting or failing, or
the detection of the failure of a migrated workload. Some events also email automatic notifications if
SMTP is configured. For more information, see Section 4.12.3, “Setting Up Automatic Email
Notifications of Events and Reports,” on page 112.

Tasks are special operations tied to events that require user intervention. For example, upon
completion of a Test Cutover operation, the system generates an event associated with two tasks:
Mark Test as Success and Mark Test as Failure. When you click either of the tasks, the Test Cutover
operation is canceled and a corresponding event is logged.
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The Tasks and Events panel on the dashboard displays a maximum of three entries. To see all tasks
or to see past and upcoming events, click View All in the appropriate section.

4.11 Generating Reports Using the PlateSpin Migrate
Web Interface

You can use the Web Interface to generate various reports:

+ Section 4.11.1, “Generating Workload and Workload Migration Reports,” on page 109
+ Section 4.11.2, “Generating Licensing Report,” on page 109

4111 Generating Workload and Workload Migration Reports

You can generate reports that provide analytical insight into your workload migration contracts over
time.

The following report types are supported:

+ Workload Migration: Reports replication events for all workloads over a selectable time
window.

+ Migration History: Reports replication size, time, and transfer speed per selectable workload
over a selectable time window.

+ Replication Statistics: Reports the dynamics of full and incremental replications that can be
summarized by Average, Most Recent, Sum, and Peak perspectives.

+ Current Migration Status: Displays the migration status such last test cutover, last replication
date, and the test age statistics.

+ Events: Reports system events for all workloads over a selectable time window.
¢ Scheduled Events: Reports only upcoming workload migration events.
+ Resource Usage: Displays the resources configured for the target workload.

To generate a report:

1 In your PlateSpin Migrate Interface, click Reports.
A list of the report types is displayed.

2 Click the name of the required report type.
3 Select one or more workloads for which you want to create the report.
4 Configure the time period for which you want to view the report.
5 Do one of the following:

+ Click Printable View to print the report.

¢ Click Export to XML to export the report to an XML format.

4.11.2 Generating Licensing Report

Use the Web Interface to generate a licensing report that is used by Technical Support to
troubleshoot licensing issues.
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412.1

To generate a licensing report:

1 In your PlateSpin Migrate Web Interface, do one of the following:
+ Click Settings > Licenses.
+ Inthe License Summary panel on the dashboard, click View All
2 Click Generate Licensing Report.
3 Right-click View Licensing Report and save the report to a location on your computer.

This report is used by Technical Support to troubleshoot licensing issues.

Configuring the Settings For the Web Interface

The Settings page lets you perform various configurations such as creating licenses, creating
workload tags, creating notification settings, and setting permissions. For more information about the
various configuration options, review the following sections:

+ Section 4.12.1, “Using Tags to Help Sort Workloads,” on page 110

+ Section 4.12.2, “Managing PlateSpin Migrate Security Groups and Workload Permissions,” on
page 111

+ Section 4.12.3, “Setting Up Automatic Email Notifications of Events and Reports,” on page 112
+ Section 4.12.4, “Configuring Product Licenses,” on page 114

Using Tags to Help Sort Workloads

In the PlateSpin Migrate Web Interface, the Workloads page might display a long list of workloads.
Sorting through these workloads to manage operations for similar workloads can be time-consuming.
To overcome this issue, you can create a tag and attach the tag to all similar workloads. Tags enable
you to group similar workloads so that you can easily manage operations on these workloads.

The Workload Tags page (Settings > Workload Tags) displays all the available tags. You can create
new tags and edit or delete any existing tags.

To create workload tags:

1 In the PlateSpin Migrate Web Interface, click Settings > Workload Tags > Create Workload Tag.

2 On the Workload Tag Creation page, specify a tag name (25-character limit) and select a color to
associate with the tag.

3 Click save to list the tag on the Workload Tags page.

The Workloads page includes a Tag column where the single tag you associate with a workload is
displayed. You can sort on this column to group similar workloads together. This enables you to run
operations on the tagged workloads at the same time.

To associate a tag with a workload:

1 In the PlateSpin Migrate Web Interface, click Settings > Workloads.
2 In the workload list, select the workload you want to tag and click Configure Migration.

3 In the Tag section of the configuration page, select the tag name you want to associate with the
workload and click Save.
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To disassociate a tag from a workload:

1 In the PlateSpin Migrate Web Interface, click Settings > Workloads.

2 In the workload list, select the workload for which you want to remove the tag and click
Configure Migration.

3 In the Tag section of the configuration page, select the empty string and click Save.

NOTE

+ When you export a workload with a tag setting to a new server, the tag settings persist.
+ You cannot delete a tag if it is associated with any workload in the list.

Managing PlateSpin Migrate Security Groups and Workload
Permissions

PlateSpin Migrate provides a granular application-level access mechanism that allows specific users
to carry out specific workload migration tasks on specified workloads. This is accomplished by setting
up security groups.

1 Assign a PlateSpin Migrate user a Workload Migration Role whose permissions best suit that
role in your organization. For more information about the workload migration roles, Section 2.2.1,
“PlateSpin Migrate Roles,” on page 32.

In the PlateSpin Migrate Web Interface, click Settings > Permissions.
On the Security Groups page, click Create Security Group.
In the Security Group Name field, specify a name for the security group.

a b~ W N

(Optional) Click Add Users to select the users you want to grant access to this security group
and click OK.

A PlateSpin Migrate user you recently added to the PlateSpin Server host might not immediately
list in the user interface. To list such newly added users, click Refresh User Accounts.

6 (Optional) Click Assign Workloads, select the workloads you want to include in this group and
click OK.

Only the users of this security group have access to these workloads.
7 Click Create to add the new group to the security groups list on the Security Groups page.

NOTE: The default users created during Migrate installation are added to every security group
you create, by default.

8 (Optional) To edit a security group, click the security group name on the Security Groups page
and edit the group information as required.

To delete a security group, click Delete next to the security group name you want to delete.
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4.12.3 Setting Up Automatic Email Notifications of Events and
Reports

You can configure PlateSpin Migrate to automatically send notifications of events and replication
reports to specified email addresses. This functionality requires that you first specify a valid SMTP
server for PlateSpin Migrate to use.

+ “SMTP Configuration” on page 112

+ “Setting Up Automatic Event Notifications by Email” on page 112

+ “Setting Up Automatic Replication Reports by Email” on page 113

SMTP Configuration

1 In the PlateSpin Migrate Web Interface, click Settings > SMTP.
2 Specify the following:
¢ SMTP Server Address: The address of the SMTP server.
+ Port: The port at which the SMTP server is listening. By default, it is 25.

+ Reply Address: The address from which you want to send email event and progress
notifications.

¢ Username and Password: Provide valid credentials if your SMTP server requires
authentication.

3 Click Save.

Setting Up Automatic Event Notifications by Email

To set up automatic event notifications:

1 Configure an SMTP server for PlateSpin Migrate to use. See “SMTP Configuration” on page 112.
2 In the PlateSpin Migrate Web Interface, click Settings > General Notification Settings.
3 Select the Enable Notifications option.
4 Click Edit Recipients, specify the required email addresses separated by commas and click OK.
5 Click Save.

To delete an email address, click Remove next to the address that you want to delete.
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The following event types triggers email notifications if notification is configured. The events are
always added to the System Application Event Log according to the log entry types such as Warning,

Error, and Information.

Event Types

Remarks

Log Entry Type: Warning

I ncrement al Repl i cati onM ssed

Generates when any of the following applies:

* Areplication is manually paused when a scheduled
incremental replication is due.

+ The system attempts to carry out a scheduled incremental
replication when a manually-triggered replication is in
progress.

* The system determines that the target has insufficient free
disk space.

Ful | Repl i cati onM ssed

Similiar to | ncr enent al Repl i cati onM ssed event.

Wor kl oadOf f | i neDet ect ed

Generated when the system detects that a previously online
workload is now offline.

Applies to workloads whose migration state is not Paused.

Log Entry Type: Error

Fai | overFai |l ed

Ful | ReplicationFail ed

I ncrerment al Repl i cati onFai | ed

Prepar eFai | over Fai | ed

Log Entry Type: Information

Fai | over Conpl et ed

Ful | Repl i cati onConpl et ed

I ncremrent al Repl i cati onConpl et ed

Pr epar eFai | over Conpl et ed

Test Fai | over Conpl et ed

Generates upon manually marking a Test Cutover operation a
success or a failure.

Wor kl oadOnl i neDet ect ed

Generates when the system detects that a previously offline
workload is now online.

Applies to workloads whose migration state is not Paused.

NOTE: Although event log entries have unique IDs, the IDs are not guaranteed to remain the same in

future releases.

Setting Up Automatic Replication Reports by Email

1 Set up an SMTP server for PlateSpin Migrate to use. See “SMTP Configuration” on page 112.

2 In the PlateSpin Migrate Web Interface, click Settings > Email > Report Notification Settings.

Working with the PlateSpin Migrate Web Interface 113



4.12.4

3 Select the Enable Report Notifications Reports option.

4 In the Report Recurrence section, click Edit and specify the required recurrence pattern for the
reports.

5 In the Recipients section, click Edit Recipients to specify the required email addresses
separated by commas and click OK.

6 (Optional) In the Migrate Access URL section, specify a non-default URL for your PlateSpin
Server. For example, if your PlateSpin Server host has more than one NIC or is located behind a
NAT server. This URL affects the title of the report and the functionality of accessing relevant
content on the server through hyperlinks within emailed reports.

7 Click Save.

For information on other types of reports that you can generate and view on demand, see
“Generating Reports Using the PlateSpin Migrate Web Interface” on page 109.

Configuring Product Licenses

To configure product licenses, click Settings > Licenses. The Licenses page displays information
about the existing licenses, allows you to add new licenses and delete existing licenses, and
generate the licensing report.

For PlateSpin Migrate product licensing, you must have a license activation code. If you do not have
a license activation code, request one through the Customer Center (http://www.netiq.com/
customercenter/). A license activation code will be emailed to you.

NOTE: If you are an existing PlateSpin customer and you do not have a Customer Center account,
you must first create an account using the same email address as specified in your purchase order.
See Create Account (https://www.netiq.com/selfreg/jsp/create Account.jsp).

To activate your product license, you have the following two options:

+ “Online License Activation” on page 114

+ “Offline License Activation” on page 115

Online License Activation

Online activation requires that your PlateSpin Migrate Web Interface has Internet access.

NOTE: HTTP proxies might cause failures during online activation. Offline activation is recommended
for users in environments that use HTTP proxy.

To set up online license activation:

1 In the PlateSpin Migrate Web Interface, click Settings > Licenses, then click Add license.
2 Click Online Activation.

3 Specify the email address that you provided when you placed your order and the activation code
you received, then click Activate.

The system obtains the required license over the Internet and activates the product.

114 PlateSpin Migrate 12.1 User Guide


http://www.netiq.com/customercenter/
https://www.netiq.com/selfreg/jsp/createAccount.jsp

4.13

Offline License Activation

For offline activation, you must first use a computer that has Internet access to obtain a PlateSpin
Migrate license key.

1
2
3

In the PlateSpin Migrate Web Interface, click Settings > Licenses, then click Add license.
Click Offline Activation and copy the hardware ID displayed in the interface.

Use a web browser on a computer that has Internet access to navigate to the PlateSpin Product
Activation website (http://www.platespin.com/productactivation/ActivateOrder.aspx). Log in with
your Customer Center user name and password.

Open the PlateSpin Activate Order page to generate a license key file. You need the following
information:

+ activation code that you received
+ email address that you provided when you placed your order
+ hardware ID that you copied in Step 2

Save the generated license key file, transfer it to the product host that does not have Internet
connectivity, and use it to activate the product.

In the PlateSpin Migrate Web Interface on the License Activation page, browse to the location of
the license key file, then click Activate.

The license key file is saved and the product is activated based on this file.

Configuring the Refresh Rates for the Web
Interface

Several pages in the Web Interface have configurable refresh intervals, as shown in Table 4-1. You
can modify the interval setting to meet the needs of your PlateSpin environment.

Table 4-1 Web Interface Default Refresh Intervals

Web Interface Parameter Default Refresh Interval (in Seconds)
DashboardUpdatelntervalSeconds 60
WorkloadsUpdatelntervalSeconds 60
WorkloadTargetsUpdatelntervalSeconds 30
WorkloadDetailsUpdatelntervalSeconds 15
TasksUpdatelntervalSeconds 15

1 Open the following file in a text editor:

\Program Fil es\ Pl ateSpin M grate Server\Pl atespin Forge\web\web. config

Modify the value for any of the following interval settings as appropriate for your PlateSpin
environment:

<add key="Dashboar dUpdat el nt er val Seconds" val ue="60" />

<add key="Wor kl oadsUpdat el nt er val Seconds" val ue="60" />

<add key="Wor kl oadTar get sUpdat el nt er val Seconds" val ue="30" />
<add key="Wobrkl oadDet ai | sUpdat el nt er val Seconds" val ue="15" />
<add key="TasksUpdat el nt erval Seconds" val ue="15" />
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3 Save the file.

The new settings apply in your next Web Interface session. It is not necessary to restart the
PlateSpin Server service or server.
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5.1

Workload Portability with Peer-to-Peer
Workload Migrations

Peer-to-peer refers to workload portability operations that result in a booted or bootable workload on
physical hardware or a virtual machine. P2P, P2V, V2V, and V2V migrations are all peer-to-peer.

This section provides information about peer-to-peer workload portability jobs and best practices.

+ Section 5.1, “Migrating a Workload to a VM Host (P2V, V2V),” on page 117

+ Section 5.2, “Converting a Workload to a Physical Machine (P2P, V2P),” on page 118

+ Section 5.3, “Synchronizing Workloads with Server Sync,” on page 119

+ Section 5.4, “Semi-Automated Workload Virtualization Using the X2P Workflow,” on page 122
+ Section 5.5, “Migrating Windows Clusters,” on page 131

Migrating a Workload to a VM Host (P2V, V2V)

To initiate a peer-to-peer workload virtualization migration job:

1 Discover or refresh your source workload and your target VM host.
See “Discovering Source Workloads and Migration Targets” on page 64.
2 Start a migration job.
See “Setting a Migration Job” on page 83.
3 Configure the required parameters of the job.
See “Essentials of Workload Migration Jobs” on page 145.
4 Run the job.
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5.2

Figure 5-1 Peer-to-Peer Migration Job Window
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Converting a Workload to a Physical Machine

To initiate a peer-to-peer workload migration to a physical machine:

1

Discover your source workload.
See “Discovering Source Workloads and Migration Targets” on page 64.
Discover and register your target physical machine with PlateSpin Migrate.
See “Discovering Target Physical Machines” on page 67.
(Recommended) Use PlateSpin Analyzer to ensure that:
+ Your source operating system and hardware are supported by PlateSpin Migrate.

+ PlateSpin Migrate’'s X2P device driver library contains device drivers that your target
requires for the operating system being ported.

See “Analyzing Machines with PlateSpin Analyzer” on page 71.

(Conditional) If drivers for the physical target are missing, upload the required drivers to the
PlateSpin Migrate’s X2P device driver library.

See “Working with Device Drivers” on page 72.

Start a migration job.

See “Setting a Migration Job” on page 83.

Configure the required parameters of the job.

See “Essentials of Workload Migration Jobs” on page 145.
Run the job.
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5.3

531

Best Practices (X2P)

+ When you are migrating a workload from one vendor to a target hardware infrastructure from
another vendor (for example, from HP to Dell), or if your source is a virtual machine, make sure
that you disable vendor-specific or VM-specific services during the transfer. For example, the HP
Insight service and the VMware Tools service.

See “Handling Operating System Services and Applications” on page 164.

+ When you are using the Offline transfer method for P2P and V2P migrations, make sure that you
select the appropriate Full Duplex speed that matches your network Full Duplex mode.

See “Setting Up Migration Networking” on page 151.
+ Ensure that vendor partitions are not being copied from the source.
See “Handling a Workload’s Storage Media and Volumes” on page 169.

Synchronizing Workloads with Server Sync

The Server Sync feature enables you to reduce the scope of data that is transferred from your source
to your target to just data that is different between a source and a target, effectively synchronizing
their volume contents.

For example, when setting up a job for a workload portability operation, you can choose to update an
existing physical or virtual machine to match the state of your source workload without transferring
volume data in its entirety. PlateSpin Migrate compares the target physical or virtual workload with the
selected source and transfers only data that is different between the two, overwriting files on the
target with those on the source workload.

Server Sync is useful in situations where the size of volume data or network conditions are prohibitive
for a direct source-to-target virtualization over the network.

+ Section 5.3.1, “Server Sync to a Virtual Target,” on page 119

¢ Section 5.3.2, “Server Sync to a Physical Target,” on page 122

Server Sync to a Virtual Target

1 Discover your source workload.
See “Discovering Source Workloads and Migration Targets” on page 64.
2 Create a target virtual machine by using one of the following methods:

+ Do an initial migration of your workload to a virtual machine. See “Migrating a Workload to a
VM Host (P2V, V2V)” on page 117.

-OR -

+ Using your virtualization platform’s native interface, manually install a virtual machine with
the same operating system profile as that of your source.

NOTE: When you are creating a virtual target for Server Sync, you should also manually
install the appropriate virtualization enhancement tools, such as VMware Tools or
XenServer Tools.
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-OR -

+ (Windows only) Capture your workload to a PlateSpin Image, and deploy it to a virtual
machine on your virtualization platform. See “Capturing a Workload to a PlateSpin Image”
on page 139 and “Deploying a PlateSpin Image” on page 140.

3 (Conditional; Hyper-V changes to Hyper-V 2008 R2 only) Because the Server Sync option is
disabled for a Hyper-V VM, it is necessary to use the following steps, as documented in KB
7010748 (https://www.netig.com/support/kb/doc.php?id=7010748):

NOTE: Hyper-V 2012 and Hyper-V 2012 R2 automatic server sync is available.

3a

3b

3c

3d
3e

After booting the target VM with the LRD ISO ((boot of x. x2p. i so) wait for the Migrate
Server URL prompt, Then press Alt+F7 to launch the debug console.

From the debug console, run the following command to determine which devices are /, /boot
and swap:

fdisk -I

Using the information obtained from the debug console, mount the appropriate devices as
under:

nmount /dev/ % oot device%/
mount /dev/ %oot devi ce% / boot

Press Alt+F1 to switch to the server command line.

At the command line, provide the required information at each individual prompt:

*

PlateSpin Server: Use the following format:
htt p: // server_host/ pl at espi nmi grate
Replace server_host with the actual PlateSpin Server host's name or IP address.

Credentials (User Name/Password): Enter the name of an admin-level user on the
PlateSpin Server host, including the domain or machine name. For example:
domain\username, or localhost\Administrator. Provide a valid password for the
specified user.

Network Card: Select the network card that is active, then either enter a temporary
static IP address for this card or press the Enter key to use a DHCP server.

Temporary hostname: Provide a temporary VM name for PlateSpin Migrate Client to
use to list the newly registered VM. The workload’s target hostname you select in the
migration job overwrites this name.

SSL encryption: If your PlateSpin Migrate is installed on a host with SSL encryption
enabled, enter Yes. If not, enter No.

PlateSpin Migrate Network: Unless you have defined your own PlateSpin Migrate
Network in PlateSpin Migrate Client, press the Enter key. If you are working with a non-
default PlateSpin Migrate Network, type its name, then press the Enter key.

A controller on your target virtual machine communicates with PlateSpin Server and
registers the virtual machine as a physical target for a migration job.

4 In the Servers view, drag your source workload and drop it on the required target (Server Sync
target or discovered physical machine under control).

The system validates the selected source and target and, if it detects matching operating
systems on them, provides you with two Transfer Scope options, Full Migration and Server
Sync:
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122

3.2

0.4

6 In the job configuration window, specify the parameters of the job as dictated by the purpose of

the operation, address any warnings and errors, and make sure that you map the required
volumes on the source to those on the target (see “Volume Configuration in Server Sync” on
page 177).

When you have finished, click Start.
PlateSpin Migrate starts the job and lists it in the Jobs view.

Server Sync to a Physical Target

1 Discover your source workload.

See “Discovering Source Workloads and Migration Targets” on page 64.

2 Discover your physical target by using the appropriate boot ISO boot image.

See “Discovering Target Physical Machines” on page 67.

3 In the Servers view, drag your source workload and drop it on the required target (Server Sync

target or discovered physical machine under control).

The system validates the selected source and target and, if it detects matching operating
systems on them, it provides you with two Transfer Scope options, Full Migration and Server
Sync, similar to the Server Sync to a Virtual Target scenario (see Step 4).

4 Select the Server Sync option, then click Configure Job.
5 In the job configuration window, specify the parameters of the job as dictated by the purpose of

the operation, address any warnings and errors, and make sure that you map the required
volumes on the source to those on the target.

6 When you have finished, click Start.

PlateSpin Migrate starts the job and lists it in the Jobs view.

Semi-Automated Workload Virtualization Using
the X2P Workflow

Semi-automated refers to the process of workload virtualization in which a workload's target
infrastructure is a virtual machine that PlateSpin Migrate regards as a physical machine. This applies
to the following virtualization platforms:

+ Windows Server 2008 R2 Hyper-V

+ Citrix XenServer 6.1

¢+ RHELKVM 7.0

¢ SUSE Linux Enterprise Server (SUSE) 11 SP3 Xen (fully virtualized guest)

To migrate a workload to one of these platforms:

1 Use the native interface of the required virtualization platform to create a virtual machine whose
operating system profile matches that of your source workload.

2 Begin booting the newly created virtual machine by using the appropriate PlateSpin boot ISO
image, load the appropriate driver, if needed, then continue the boot process.

This discovers and registers the target virtual machine as a PlateSpin Migrate physical machine
target. This is similar to the process described in “Discovering Target Physical Machines” on
page 67. However, instead of burning the ISO image to a CD to boot physical hardware, you
save the image on the VM host and use it to boot the target VM.
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3 Use the PlateSpin Migrate Client to create and execute an X2P migration job.

4 Upon completion of the migration job, install virtualization enhancement software specific to the
target virtualization platform.

The following topics provide additional notes about migrating workloads to the specific virtualization
platform involved.

¢ Section 5.4.1, “Migrating a Workload to Microsoft Hyper-V,” on page 123

+ Section 5.4.2, “Migrating a Workload to Citrix XenServer,” on page 125

+ Section 5.4.3, “Migrating a Workload to RHEL KVM,” on page 127

+ Section 5.4.4, “Migrating a Workload to the SLES 11 SP3 Xen Hypervisor,” on page 129

Migrating a Workload to Microsoft Hyper-V

You can use Microsoft Hyper-V as the target virtualization platform in a semi-automated workload
virtualization.

NOTE: Hyper-V 2012 and Hyper-V 2012 R2 automatic workload virtualization is also available.

Prerequisites:
+ Your source workload is supported by PlateSpin Migrate and Hyper-V.
See “Supported Target Virtualization Platforms” on page 20.
Additional information:

+ Microsoft Hyper-V Getting Started Guide (http://technet.microsoft.com/en-us/library/
cCc732470.aspx)

+ Virtualization with Hyper-V (http://www.microsoft.com/windowsserver2008/en/us/hyperv.aspx)
This section includes the following topics:

+ “Downloading and Saving the Boot ISO Image (Hyper-V)” on page 123

+ “Creating and Configuring the Target Virtual Machine (Hyper-V)” on page 124

+ “Registering the Virtual Machine with PlateSpin Server (Hyper-V)” on page 124

+ “Migrating Your Source Workload to the Target Virtual Machine (Hyper-V)” on page 125
+ “Post-Migration Steps (Hyper-V)” on page 125

Downloading and Saving the Boot ISO Image (Hyper-V)

1 Download the appropriate boot ISO image for your workload.

2 (Optional) If you want to perform an unattended registration of your target, update the ISO image
with the required registration parameters.

See KB Atrticle 7920832 (https://www.netiqg.com/support/kb/doc.php?id=7920832).
3 Save the ISO image in a location that Hyper-V server can access. For example: c: \ t enp.

This ensures that the boot ISO image is available to the target VM as a bootable CD-ROM
image.
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Creating and Configuring the Target Virtual Machine (Hyper-V)

1 Use the Hyper-V Manager’s New Virtual Machine Wizard to create a new virtual machine with
the following settings:

*

*

*

Name and Location: Specify a name for your new target and accept the default location.
Assign Memory: Assign at least 384 MB of RAM to the VM.

Connect Virtual Hard Disk: Ensure that the virtual disk size is equal to or greater than the
system disk of your source workload.

Installation Options: Configure the VM to boot from an ISO image file, and point the
wizard to the downloaded boot ISO image.

Summary: Configure the VM to not start upon creation (deselect the Start the virtual
machine after it is created option).

2 After creating the VM, remove the default NIC and replace it with a generic one, called Legacy
Network Adapter.

This is required because the New Virtual Machine Wizard creates a NIC of a custom Microsoft
type, which is currently unsupported by PlateSpin Migrate.

3 Connect the newly added NIC (Legacy Network Adapter) to the external virtual network.

Registering the Virtual Machine with PlateSpin Server (Hyper-V)

Complete these steps to register your target with PlateSpin Server when you are using an unmodified
boot ISO image.

1 Atthe command line in the Hyper-V Virtual Machine Connection Console, provide the required
information at each individual prompt:

*

PlateSpin Server: Use the following format:
ht t p: // server_host/ pl at espi nmi grate
Replace server_host with the actual PlateSpin Server host’'s name or IP address.

Credentials (User Name/Password): Enter the name of an admin-level user on the
PlateSpin Server host, including the domain or machine name. For example:
domain\username, or localhost\Administrator. Provide a valid password for the specified
user.

Network Card: Select the network card that is active, then either enter a temporary static IP
address for this card or press the Enter key to use a DHCP server.

Temporary hostname: Provide a temporary VM name for PlateSpin Migrate Client to use
to list the newly registered VM. The workload’s target hosthame you select in the migration
job overwrites this name.

SSL encryption: If your PlateSpin Migrate is installed on a host with SSL encryption
enabled, enter Yes. If not, enter No.

PlateSpin Migrate Network: Unless you have defined your own PlateSpin Migrate
Network in PlateSpin Migrate Client, press the Enter key. If you are working with a non-
default PlateSpin Migrate Network, type its name, then press the Enter key.

A controller on your target virtual machine communicates with PlateSpin Server and
registers the virtual machine as a physical target for a migration job.
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NOTE: If registration fails with an authorization error, you might need to synchronize the clocks
of the source and the target, modify the LAN Manager Authentication Level on the target, or
both. See Table F-1, “Common Issues and Solutions Related to Discovery Operations,” on
page 231.

Migrating Your Source Workload to the Target Virtual Machine
(Hyper-V)
1 Use PlateSpin Migrate Client to start an X2P migration job with your source workload being the
job’s migration source and the target being the new VM on Hyper-V.
See “Converting a Workload to a Physical Machine (P2P, V2P)” on page 118.
2 Monitor the migration job in PlateSpin Migrate Client's Jobs view.

When the job reaches the Configure Target Machine step, the virtual machine’s console returns
to the boot prompt of the boot ISO image.

3 Shut down the virtual machine and reconfigure it to boot from disk rather than from the boot
image.

4 Power on the virtual machine.

The migration job resumes, reboots the target, and completes the workload configuration.

Post-Migration Steps (Hyper-V)

Install Hyper-V Integration Services (virtualization enhancement software). For more information, see
your Microsoft Hyper-V Getting Started Guide.

Migrating a Workload to Citrix XenServer

You can use Citrix XenServer as the target virtualization platform in a semi-automated workload
virtualization.

Prerequisites:

+ Your target is a fully virtualized (not paravirtualized) VM.
+ Your source workload is supported by PlateSpin Migrate and Citrix XenServer.

See “Supported Target Virtualization Platforms” on page 20.

Additional information:

+ Citrix XenServer® 6.1.0 Administrator’'s Guide (http://docs.vmd.citrix.com/XenServer/6.1.0/1.0/
en_gb/reference.html)

This section includes the following topics:

+ “Downloading and Saving the Boot ISO Image (Citrix XenServer)” on page 126

+ “Creating and Configuring the Target Virtual Machine (Citrix XenServer)” on page 126

+ “Registering the Virtual Machine with PlateSpin Server (Citrix XenServer)” on page 126

+ “Migrating Your Source Workload to the Target Virtual Machine (Citrix XenServer)” on page 127
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Downloading and Saving the Boot ISO Image (Citrix XenServer)

1 Download the appropriate PlateSpin boot ISO image.

2 (Optional) If you want to perform an unattended registration of your target, update the ISO image
with the required registration parameters.

See KB Atrticle 7013485 (https://www.netiq.com/support/kb/doc.php?id=7013485).
3 Save the downloaded image file in the following directory:

/var/lib/xen/images

Creating and Configuring the Target Virtual Machine (Citrix
XenServer)

1 On Citrix XenServer, use the Virtual Machine Manager Wizard or the Create Virtual Machines
program shortcut to create a new virtual machine.

Ensure that the new virtual machine is created with the following settings:
+ Virtualization method: Fully virtualized.

+ Memory: Assign at least 384 MB of RAM to the VM. This ensures that the VM has sufficient
resources during the migration and improves transfer speed. If the virtual machine requires
less memory after the migration, reduce the assigned memory after the migration
completes.

+ Disks: Assign one or more disks, depending on the requirements of your source workload.
The storage can be either a raw SAN LUN or a virtual disk. Also, create a Virtual CD-ROM
assigned to the downloaded boot ISO image.

+ Operating System: Must match the operating system profile of your source workload.

2 Ensure that the VM is configured to restart on reboot by exporting the VM's settings from the
xend database to a text file and making sure that the on_r eboot parameteris settorestart. If
not, shut down the VM, update the settings, and reimport them into the xend database.

For detailed instructions, see the XenServer 6.1.0 Virtual Machine User's Guide (http://
support.citrix.com/article/CTX134587).

3 From the Virtual Machine Manager, launch the virtual machine console and monitor the boot
process.

When the virtual machine completes the boot process, it prompts you for parameters that control
the registration of the machine and its profile with PlateSpin Migrate. If you are using the
unattended registration process, the required parameters are read from an answer file.

Registering the Virtual Machine with PlateSpin Server (Citrix
XenServer)

Complete these steps to register your target with PlateSpin Server when you are using an unmodified
boot ISO image.
1 Atthe command line, provide the required information at each individual prompt:
+ PlateSpin Server: Use the following format:
ht t p: // server_host/ pl at espi nmi grate
Replace server_host with the actual PlateSpin Server host's name or IP address.
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¢ Credentials (User Name/Password): Enter the name of an admin-level user on the
PlateSpin Server host, including the domain or machine name. For example:
domain\username, or localhost\Administrator. Provide a valid password for the specified
user.

+ Network Card: Select the network card that is active, then either enter a temporary static IP
address for this card or press the Enter key to use a DHCP server.

+ Temporary hostname: Provide a temporary VM name for PlateSpin Migrate Client to use
to list the newly registered VM. The workload’s target hostname you select in the migration
job overwrites this name.

+ SSL encryption: If your PlateSpin Migrate is installed on a host with SSL encryption
enabled, enter Yes. If not, enter No.

+ PlateSpin Migrate Network: Unless you have defined your own PlateSpin Migrate
Network in PlateSpin Migrate Client, press the Enter key. If you are working with a non-
default PlateSpin Migrate Network, type its name, then press the Enter key.

A controller on your target virtual machine communicates with PlateSpin Server and
registers the virtual machine as a physical target for a migration job.

Migrating Your Source Workload to the Target Virtual Machine (Citrix
XenServer)

1 Use PlateSpin Migrate Client to start an X2P migration job with your source workload being the
job’s migration source and the target being the new VM on the Citrix XenServer hypervisor.

See “Converting a Workload to a Physical Machine (P2P, V2P)” on page 118.
2 Monitor the migration job in the PlateSpin Migrate Client's Jobs view.

When the job reaches the Configure Target Machine step, the virtual machine’s console returns
to the boot prompt of the boot ISO image.

3 Shut down the virtual machine, reconfigure it to boot from disk rather than from the boot image,
and deselect the VS Tools Installed option.

4 Power on the virtual machine.

The migration job resumes, reboots the target, and completes the workload configuration.

Migrating a Workload to RHEL KVM

You can use RHEL KVM as the target virtualization platform in a semi-automated workload
virtualization.

Prerequisites:

+ Your target is a fully virtualized (not paravirtualized) VM.
+ Your source workload is supported by PlateSpin Migrate and RHEL KVM.
See “Supported Target Virtualization Platforms” on page 20.

This section includes the following topics:

+ “Downloading and Saving the Boot ISO Image (RHEL KVM)” on page 128

+ “Creating and Configuring the Target Virtual Machine (RHEL KVM)” on page 128

+ “Registering the Virtual Machine with PlateSpin Server (RHEL KVM)” on page 128

+ “Migrating Your Source Workload to the Target Virtual Machine (RHEL KVM)” on page 129
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Downloading and Saving the Boot ISO Image (RHEL KVM)

1 Download the appropriate PlateSpin boot ISO image to a location on your RHEL KVM machine.

2 (Optional) If you want to perform an unattended registration of your target, update the ISO image
with the required registration parameters.

See KB Atrticle 7013485 (https://www.netiq.com/support/kb/doc.php?id=7013485).

Creating and Configuring the Target Virtual Machine (RHEL KVM)

1 On RHEL KVM, use the Virtual Machine Manager Wizard or the Create Virtual Machines
program shortcut to create a new virtual machine.

Ensure that the new virtual machine is created with the following settings:
+ Virtualization method: Fully virtualized.

+ Memory: Assign at least 384 MB of RAM to the VM. This ensures that the VM has sufficient
resources during the migration and improves transfer speed. If the virtual machine requires
less memory after the migration, reduce the assigned memory after the migration
completes.

+ Disks: Assign one or more disks, depending on the requirements of your source workload.
The storage can be either a raw SAN LUN or a virtual disk. Also, create a Virtual CD-ROM
assigned to the downloaded boot ISO image.

+ Operating System: Must match the operating system profile of your source workload.
2 Ensure that the VM is configured to restart on reboot.

3 From the Virtual Machine Manager, launch the virtual machine console and monitor the boot
process.

When the virtual machine completes the boot process, it prompts you for parameters that control
the registration of the machine and its profile with PlateSpin Migrate. If you are using the
unattended registration process, the required parameters are read from an answer file.

Registering the Virtual Machine with PlateSpin Server (RHEL KVM)

Complete these steps to register your target with PlateSpin Server when you are using an unmodified
boot ISO image.
1 Atthe command line, provide the required information at each individual prompt:
+ PlateSpin Server: Use the following format:
ht t p: // server_host/ pl at espi nmi grate
Replace server_host with the actual PlateSpin Server host's name or IP address.

+ Credentials (User Name/Password): Enter the name of an admin-level user on the
PlateSpin Server host, including the domain or machine name. For example:
domain\username, or localhost\Administrator. Provide a valid password for the specified
user.

+ Network Card: Select the network card that is active, then either enter a temporary static IP
address for this card or press the Enter key to use a DHCP server.

+ Temporary hostname: Provide a temporary VM name for PlateSpin Migrate Client to use
to list the newly registered VM. The workload’s target hostname you select in the migration
job overwrites this name.

+ SSL encryption: If your PlateSpin Migrate is installed on a host with SSL encryption
enabled, enter Yes. If not, enter No.
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+ PlateSpin Migrate Network: Unless you have defined your own PlateSpin Migrate
Network in PlateSpin Migrate Client, press the Enter key. If you are working with a non-
default PlateSpin Migrate Network, type its name, then press the Enter key.

A controller on your target virtual machine communicates with PlateSpin Server and
registers the virtual machine as a physical target for a migration job.

Migrating Your Source Workload to the Target Virtual Machine (RHEL
KVM)

1 Use PlateSpin Migrate Client to start an X2P migration job with your source workload being the
job’s migration source and the target being the new VM on the RHEL KVM hypervisor.

See “Converting a Workload to a Physical Machine (P2P, V2P)” on page 118.
2 Monitor the migration job in the PlateSpin Migrate Client's Jobs view.

When the job reaches the Configure Target Machine step, the virtual machine’s console returns
to the boot prompt of the boot ISO image.

3 Shut down the virtual machine, reconfigure it to boot from disk rather than from the boot image.
4 Power on the virtual machine.
The migration job resumes, reboots the target, and completes the workload configuration.

Migrating a Workload to the SLES 11 SP3 Xen Hypervisor

You can use the Xen Hypervisor on SLES as the target virtualization platform in a semi-automated
workload virtualization.

Prerequisites:
+ Your source workload is supported by PlateSpin Migrate and the Xen hypervisor.
See “Supported Target Virtualization Platforms” on page 20.
Additional information:

¢ SUSE Linux Enterprise Server 11 SP3 Virtualization with Xen (https://www.suse.com/
documentation/sles11/singlehtml/book_xen/book_xen.html)

This section includes the following topics:

+ “Downloading and Saving the Boot ISO Image (Xen on SLES)” on page 129

+ “Creating and Configuring the Target Virtual Machine (Xen on SLES)” on page 130

+ “Registering the Virtual Machine with PlateSpin Server (Xen on SLES)” on page 130

+ “Migrating Your Source Workload to the Target Virtual Machine (Xen on SLES)” on page 131
+ “Post-Migration Steps (Xen on SLES)” on page 131

Downloading and Saving the Boot ISO Image (Xen on SLES)

1 Download the appropriate boot ISO image for your workload.
See “Downloading the PlateSpin Boot ISO Images” on page 68.

2 (Optional) If you want to perform an unattended registration of your target, update the 1ISO image
with the required registration parameters.

See KB Atrticle 7920832 (https://www.netiqg.com/support/kb/doc.php?id=7920832).
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3 Save the downloaded image file in the following directory:

/var/libl/xenlinmages

Creating and Configuring the Target Virtual Machine (Xen on SLES)

1 On SLES 11, use the Virtual Machine Manager Wizard or the Create Virtual Machines program
shortcut to create a new virtual machine.

Ensure that the new virtual machine is created with the following settings:
+ Virtualization method: Fully virtualized.

+ Memory: Assign at least 384 MB of RAM to the VM. This ensures that the VM has sufficient
resources during the migration and improves transfer speed. If the virtual machine requires
less memory after the migration, reduce the assigned memory after the migration
completes.

+ Disks: Assign one or more disks, depending on the requirements of your source workload.
The storage can be either a raw SAN LUN or a virtual disk. Also, create a Virtual CD-ROM
assigned to the downloaded boot ISO image.

+ Operating System: Must match the operating system profile of your source workload.

2 Ensure that the VM is configured to restart on reboot by exporting the VM's settings from the
xend database to a text file and making sure that the on_r eboot parameteris settorestart. If
not, shut down the VM, update the settings, and reimport them into the xend database.

For detailed instructions, see your SLES 11 documentation (https://www.suse.com/
documentation/sles11/).

3 From the Virtual Machine Manager, launch the virtual machine console and monitor the boot
process.

When the virtual machine completes the boot process, it prompts you for parameters that control

the registration of the machine and its profile with PlateSpin Migrate. If you are using the
unattended registration process, the required parameters are read from an answer file.

Registering the Virtual Machine with PlateSpin Server (Xen on SLES)

Complete these steps to register your target with PlateSpin Server when you are using an unmodified
boot ISO image. For information on how to modify the image for an unattended registration process,
see KB Article 7920832 (https://www.netiq.com/support/kb/doc.php?id=7920832).

1 Atthe command line, provide the required information at each individual prompt:
+ PlateSpin Server: Use the following format:
htt p: // server_host/ pl at espi nni grat e
Replace server_host with the actual PlateSpin Server host’s name or IP address.

¢ Credentials (User Name/Password): Enter the name of an admin-level user on the
PlateSpin Server host, including the domain or machine name. For example:
domain\username, or localhost\Administrator. Provide a valid password for the specified

user.

+ Network Card: Select the network card that is active, then either enter a temporary static IP
address for this card or press the Enter key to use a DHCP server.

+ Temporary hostname: Provide a temporary VM name for PlateSpin Migrate Client to use
to list the newly registered VM. The workload’s target hostname you select in the migration
job overwrites this name.
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¢ SSL encryption: If your PlateSpin Migrate is installed on a host with SSL encryption
enabled, enter Yes. If not, enter No.

+ PlateSpin Migrate Network: Unless you have defined your own PlateSpin Migrate
Network in PlateSpin Migrate Client, press they Enter key. If you are working with a non-
default PlateSpin Migrate Network, type its name, then press the Enter key.

A controller on your target virtual machine communicates with PlateSpin Server and
registers the virtual machine as a physical target for a migration job.

Migrating Your Source Workload to the Target Virtual Machine (Xen
on SLES)

1 Use PlateSpin Migrate Client to start an X2P migration job with your source workload being the
job’s migration source and the target being the new VM on the Xen hypervisor.

See “Converting a Workload to a Physical Machine (P2P, V2P)” on page 118.
2 Monitor the migration job in the PlateSpin Migrate Client's Jobs view.

When the job reaches the Configure Target Machine step, the virtual machine’s console returns
to the boot prompt of the boot ISO image.

3 Shut down the virtual machine, reconfigure it to boot from disk rather than from the boot image,
and deselect the VS Tools Installed option.

4 Power on the virtual machine.
The migration job resumes, reboots the target, and completes the workload configuration.

Post-Migration Steps (Xen on SLES)

Install SUSE Drivers for Xen (virtualization enhancement software). For more information, see the
following online document:

SUSE Linux Enterprise Server 11 SP3 Virtualization with Xen (https://www.suse.com/documentation/
sles11/singlehtml/book xen/book_xen.html)

Migrating Windows Clusters

You can migrate a Microsoft Windows cluster’s business services. The supported clustering
technologies are:

+ Windows Server 2012 R2: Server-based Microsoft Failover Cluster (Node and Disk Majority
Quorum and No Majority: Disk Only Quorum models)

+ Windows Server 2008 R2: Server-based Microsoft Failover Cluster (Node and Disk Majority
Quorum and No Majority: Disk Only Quorum models)

+ Windows Server 2003 R2: Server-based Windows Cluster Server (Single-Quorum Device
Cluster model)

You can enable or disable Windows cluster discovery for your PlateSpin Migrate environment. See
Section 5.5.2, “Enabling or Disabling Windows Cluster Discovery,” on page 134.
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NOTE: The Windows cluster management software provides the failover and failback control for the
resources running on its cluster nodes. This document refers to this action as a cluster node failover
or a cluster node failback.

Section 5.5.1, “Planning Your Cluster Migration,” on page 132

Section 5.5.2, “Enabling or Disabling Windows Cluster Discovery,” on page 134
Section 5.5.3, “Adding Resource Name Search Values,” on page 134

Section 5.5.4, “Setting the Quorum Arbitration Timeout,” on page 135

Section 5.5.5, “Setting Local Volume Serial Numbers,” on page 135

Section 5.5.6, “PlateSpin CutOver,” on page 135

Section 5.5.7, “PlateSpin Cluster Migration,” on page 136

Section 5.5.8, “Migrating Windows Clusters with the Web Interface,” on page 136
Section 5.5.9, “Migrating Windows Clusters Using the Migrate Client,” on page 136

Planning Your Cluster Migration

Migration of a cluster is achieved through incremental replications of changes on the active node
streamed to a virtual one node cluster. Before you configure Windows clusters for migration, ensure
that your environment meets the prerequisites and that you understand the conditions for migrating
cluster workloads.

*

*

*

*

*

“Prerequisites” on page 132

“Block-Based Transfer” on page 133

“Cluster Node Failover during the First Full Replication” on page 133
“Cluster Node Failover during Replication” on page 133

“Cluster Node Failover between Replications” on page 133

Prerequisites

The scope of support for cluster migration is subject to the following conditions:

*

*

Active node hostname or IP address: You must specify the hostname or IP address of the
cluster’s active node when you perform an Add Workload operation. Because of security
changes made by Microsoft, Windows clusters can no longer be discovered by using the virtual
cluster name (that is, the shared cluster IP address).

Active node discovery: Ensure that the PlateSpin global configuration setting

Di scover Acti veNodeAsW ndowsC ust er is set to Tr ue on the PlateSpin Server Configuration
page. This is the default setting. See Section 5.5.2, “Enabling or Disabling Windows Cluster
Discovery,” on page 134.

Resource name search values: You must specify search values to use that can help
differentiate the name of the shared Cluster IP Address resource from the name of other IP
address resources on the cluster. See Section 5.5.3, “Adding Resource Name Search Values,”
on page 134

Resolvable hostname: The PlateSpin Server must be able to resolve the hostname of each of
the nodes in the cluster.

NOTE: The hostname must be resolvable by the IP address. That is, both hostname lookup and
reverse lookup are required.
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¢+ Quorum resource: A cluster's quorum resource must be co-located on the node with the
cluster’s resource group (service) being migrated.

+ PowerShell 2.0: Windows PowerShell 2.0 Engine must be installed on each node of the cluster.
+ Shared Disks: All shared disks belong to the active node.

+ Domain Controller: The migrated single-cluster virtual machine requires access to a domain
controller with the same parameters as the original domain controller. To address this
requirement, consider either leaving the original domain controller online, migrate it concurrently
with the cluster.

Block-Based Transfer

When you use block-based transfer for cluster workloads, the block-based driver components are not
installed on the cluster nodes. The block-based transfer occurs using a driverless synchronization
with an MD5-based replication. Because the block-based driver is not installed, no reboot is required
on the source cluster nodes.

NOTE: File based transfer and block-based transfer with a BBT driver are not supported for migrating
Microsoft Windows clusters.

Cluster Node Failover during the First Full Replication

A cluster workload requires that the first full replication completes successfully without a cluster node
failover. If a cluster node failover occurs prior to the completion of the first full replication, you must
remove the existing workload, re-add the cluster using the active node, and try again.

Cluster Node Failover during Replication

If a cluster node failover occurs prior to the completion of the copy process during a full replication or
an incremental replication, the command aborts and a message displays indicating that the
replication needs to be re-run.

Cluster Node Failover between Replications

The nodes must have similar profiles to prevent interruptions in the replication process. If a cluster
node failover occurs between the incremental replications of a cluster workload and if the new active
node’s profile is similar to the failed active node, the migration contract continues as scheduled for the
next incremental replication. Otherwise, the next incremental replication command fails.

The profiles of cluster nodes are considered similar if all of the following conditions are met:

+ Serial numbers for the nodes’ local volumes (System volume and System Reserved volume)
must be the same on each cluster node.

NOTE: Use the customized Volume Manager utility to change the local volume serial numbers to
match each node of the cluster. See “Synchronizing Serial Numbers on Cluster Node Local
Storage” on page 227.
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5.5.2

5.5.3

If the local volumes on each node of the cluster have different serial numbers, you cannot run a
replication after a cluster node failover occurs. For example, during a cluster node failover, the
active node Node 1 fails, and the cluster software makes Node 2 the active node. If the local
drives on the two nodes have different serial numbers, the next replication command for the
workload fails.

+ The nodes must have the same number of volumes.
+ Each volume must be exactly the same size on each node.
+ The nodes must have an identical number of network connections.

Enabling or Disabling Windows Cluster Discovery

PlateSpin Migrate can discover and inventory Windows Server failover clusters in your PlateSpin
environment based on the active node in each cluster. Alternatively, it can treat all active and non-
active cluster nodes as standalone machines.

To enable cluster discovery for all Windows clusters, ensure that the parameter

Di scover Acti veNodeAsW ndowsCl ust er is setto Tr ue. This is the default setting. Cluster discovery,
inventory, and workload migration use the hostname or IP address of a cluster’s active node, instead
of using its cluster name and an administration share. You do not configure separate workloads for
the cluster’s non-active nodes. For other cluster workload migration requirements, see “Prerequisites”
on page 132.

To disable cluster discovery for all Windows clusters, set the parameter

Di scover Acti veNodeAsW ndowsd ust er to Fal se. This setting allows the PlateSpin Server to
discover all nodes in a Windows failover cluster as standalone machines. That is, it inventories a
cluster’s active node and non-active nodes as a regular, cluster-unaware Windows workloads.

To enable or disable cluster discovery:

1 Go to the PlateSpin Server configuration page at
https://<platespin-server-ip-address>/PlateSpinConfiguration
2 Search for Di scover Act i veNodeAsW ndowsd ust er, then click Edit.

3 Inthe Value field, select True to enable cluster discovery, or select False to disable cluster
discovery.

4 Click Save.

Adding Resource Name Search Values

To help identify the active node in a Windows failover cluster, PlateSpin Migrate must differentiate the
name of the shared Cluster IP Address resource from the names of other IP address resources on
the cluster. The shared Cluster IP Address resource resides on the cluster’s active node.

The global parameter M cr osof t d ust er | PAddr essNanes on the PlateSpin Server Configuration
page contains a list of search values to use in discovery for a Windows cluster workload. When you
add a Windows cluster workload, you must specify the IP address of the cluster’s currently active
node. PlateSpin Migrate searches the names of the cluster’s IP address resources on that node to
find one that starts with the specified characters of any value in the list. Thus, each search value must
contain enough characters to differentiate the shared Cluster IP Address resource on a specific
cluster, but it can be short enough to apply to discovery in other Windows clusters.

For example, a search value of O ust | P Address or d ust | P matches the resource names d ust
| P Addr ess for 10.10.10.201 and d ust | P Address for 10.10.10.101.
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5.5.4

5.5.5

5.5.6

The default name for the shared Cluster IP Address resource is C uster | P Addr ess in English, or
the equivalent if the cluster node is configured in another language. The default search values in the
M crosof t O ust er | PAddr essNanes list include the resource name Cl uster | P Addr ess in English
and each of the supported languages.

Because the resource name of the shared Cluster IP Address resource is user-configurable, you
must add other search values to the list, as needed. If you change the resource name, you must add
a related search value to the M cr osof t O ust er | PAddr essNanes list. For example, if you specify a
resource name of W n2012- CLUS10- | P- ADDRESS, you should add that value to the list. If you have
multiple clusters using the same naming convention, an entry of W n2012- CLUS matches any
resource name that starts with that sequence of characters.

To add search values in the M crosof t O ust er | PAddr essNanes list:

1 Go to the PlateSpin Server configuration page at
https://<platespin-server-ip-address>/PlateSpinConfiguration

2 Search for M crosof t d ust er | PAddr essNanes, then click Edit.

3 Inthe Value field, add one or more search values to the list.

4 Click Save.

Setting the Quorum Arbitration Timeout

You can set the QuorumArbitrationTimeMax registry key for Windows Server failover clusters in your
PlateSpin environment by using the global parameter Fai | over Quor umAr bi trati onTi meout on the
PlateSpin Server Configuration page. The default timeout is 60 seconds, in keeping with the Microsoft
default value for this setting. See QuorumArbitrationTimeMax (https://msdn.microsoft.com/en-us/
library/aa369123%28v=vs.85%29.aspx?f=255&MSPPError=-2147217396) on the Microsoft
Developer Network website. The specified timeout interval is honored for quorum arbitration at
failover and failback.

To set the quorum arbitration timeout for all Windows failover clusters:

1 Go to the PlateSpin Server configuration page at
https://<platespin-server-ip-address>/PlateSpinConfiguration

2 Search for Fai | over Quor umAr bi t r at i onTi neout , then click Edit.

3 In the Value field, specify the maximum number of seconds to allow for quorum arbitration.

4 Click save.

Setting Local Volume Serial Numbers

You can use the Volume Manager utility to change the local volume serial numbers to match in each
node of the cluster. See “Synchronizing Serial Numbers on Cluster Node Local Storage” on page 227.

PlateSpin CutOver

When the PlateSpin Cutover operation is complete and the cluster comes online, you see a multi-
node cluster with one active node (all other nodes are unavailable).

To perform a PlateSpin cutover (or to test the PlateSpin cutover) on a Windows cluster, the cluster
must be able to connect to a domain controller. To leverage the test cutover functionality, you need to
migrate the domain controller along with the cluster. During the test, bring up the domain controller,
followed by the Windows cluster workload (on an isolated network).
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5.5.7

5.5.8

5.5.9

PlateSpin Cluster Migration

A PlateSpin cluster migration operation requires a full replication for Windows Cluster workloads.

After Platespin cluster migration is complete, you must reattach the shared storage and rebuild the
cluster environment before you can rejoin additional nodes to the newly restored cluster.

For information about rebuilding the cluster environment after a PlateSpin migration, see
Knowledgebase Article 7016770.

Migrating Windows Clusters with the Web Interface

Use the PlateSpin Migrate Web Interface to add the active node by specifying the IP address of the
active node, configure migration for the active node, and then run the migration.

Migrating Windows Clusters Using the Migrate Client

You can use a Move job to migrate the essential services of a cluster that results in a functional
single-node cluster in a virtual machine.

The workflow of migrating a Windows cluster is similar to that of migrating a standalone server:

1 Discover the active node by specifying the IP address of the active node.

2 In the Servers view, use drag-and-drop to start a migration job, then configure the job’s
parameters.

3 (Conditional: successful migration) If the migration job completes successfully, perform a Server
Sync operation on the active node.

NOTE: If the active node in the cluster fails over before you can perform a Server Sync
operation, perform a full migration using the new active node, and then perform a Server Sync
on this new node.

4 (Conditional: failover prior to migration) If a cluster failover occurs prior to the completion of file
transfer, the migration job aborts. If this happens, refresh the source and retry the migration job.

NOTE: If you select Shut down for the source’s post-migration end state, a shutdown of all source

nodes of the cluster results.
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6.1

6.2

Windows Workload Portability with a
PlateSpin Image

This section provides information about using the PlateSpin Image volume archiving feature
(Windows only).

+ Section 6.1, “About PlateSpin Images,” on page 137

*

Section 6.2, “Designating a PlateSpin Image Server,” on page 137

*

Section 6.3, “Capturing a Workload to a PlateSpin Image,” on page 139

*

Section 6.4, “Deploying a PlateSpin Image,” on page 140

*

Section 6.5, “Managing PlateSpin Images,” on page 141

About PlateSpin Images

One of PlateSpin Migrate’s three fundamental workload infrastructures, a PlateSpin Image is an
image of a supported Windows workload consisting of volume data along with configuration specifics
of the source server’s hardware, operating system, and network identity.

Image configurations are maintained in an XML (confi g. xm ) file with each image having one or
more sets of associated volume data.

PlateSpin Images and the image server’'s confi g. xn configuration file are stored on the designated
PlateSpin Image Server host in the following directory:

..\ Program Fi | es\ Pl at eSpi n | nage Server

In addition to volume data directly captured during an X2I migration, PlateSpin Migrate supports
existing or raw volume data.

Like peer-to-peer migrations, image deployment allows for key workload configuration options, such
as those for managing the workload’s disk layout, volume sizes, network identity, and domain or
workgroup affiliation.

Designating a PlateSpin Image Server

To work with PlateSpin Images, you must first designate a machine as an image server by installing
the PlateSpin Image Server software on it. You can install a PlateSpin Image Server instance either
on a dedicated host or on your PlateSpin Server host. For information about storing PlateSpin
PlateSpin Images on a NAS (Network Attached Storage) device or a remote share, see KB Article
7921021 (https://www.netig.com/support/kb/doc.php?id=7921021).

NOTE: Although collocation of the PlateSpin Server with a PlateSpin Image Server instance on the
same host is supported, the recommended setup is to install a PlateSpin Image Server on a
dedicated host, which simplifies troubleshooting related to imaging functionality.

Dedicated PlateSpin Image Server hosts must meet the following requirements:

Windows Workload Portability with a PlateSpin Image 137


https://www.netiq.com/support/kb/doc.php?id=7921021
https://www.netiq.com/support/kb/doc.php?id=7921021

Table 6-1 PlateSpin Image Server Host Requirements

Requirement Details

Operating System Any of the following, running on dedicated hardware or in a virtual machine:

+ Microsoft Windows Server 2012 R2
+ Microsoft Windows Server 2012

+ Microsoft Windows Server 2008 R2
Disk Space Minimum 100 MB for basic controller software.

Additional space requirements depend on the number and size of workload
images that you intend to store on a given image server.

Software + Microsoft .NET Framework 3.5 SP1

To designate a machine as a PlateSpin Image Server:

1 Discover the system you plan to designate as a PlateSpin Image Server.

2 In the Servers view, right-click the discovered server and select Install Image Server.

Install Image Server - Sample Environment

Credentials for win2k-SrvSync-5:
User Name :
compu31iadministrator

Password :

Test
(Test Succeeded)

Image Server Settings:
Default Image Folder :
0. » | | ‘\Program Files\PlateSpin Image Server

3 Provide administrator credentials for the selected host and specify the desired directory for
image files.
4 Click Install.

PlateSpin Migrate installs a controller on the selected host and configures it to run as a PlateSpin
Image Server. On completion, the Servers view lists a new PlateSpin Image Server item: &
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6.3 Capturing a Workload to a PlateSpin Image

Use this procedure to capture a physical or virtual workload as a PlateSpin Image.

1 Discover, or refresh the details of, your source workload and your PlateSpin Image Server.
2 Start a new Capture Image job by using one of the following methods:

+ In the Servers view, right-click the source workload, then select Capture Image. In the
Action window, select the source workload and the target image server.

+ In the Tasks pane, click Capture Image. In the Action window, select the source workload
and the target image server.

+ In the Servers view, drag the source workload and drop it on the image server. If you
configured PlateSpin Migrate to bypass the Action window on drag-and-drop, the Create
Image dialog box prompts you to specify whether you want to create a new image or use
existing volume data.

Create Image

(O Use existing volume data

[ hee J[_ ok J[ concel |

3 Select Create Image, then click OK.

Select an item to view | edit its details: Configure Defaults
5__,15 Job Configuration
. Conversion During the conversion, the source machine will remain: Online
{2 End States After the conversion, the source machine state will be: Powered On
Encryption: Disabled
) Network Compression: Disabled
Bandwidth Throttling: Disabled
[ Schedule Scheduled to start immediately
[ Ny Source : Success
&b Hccess Target : Success
[=) Alerts Ewvent Notifications will net be sent for this job
W Take Control Source take control is disabled, because live transfer is selected.
=ﬁ License The licenze key will be automatically selected during the conversion

»

é Image Configuration

G | Image name: "\W2KEEE4-5F2 Image
L) aeneral Lecation: C:\Program Files\PlateSpin Image Server!W2KBER4-5P2 Ima. \W2KEEE4-5P2 Image.xm

.
1&1@: Operating System and Application Configuration
wd Live Transfer Services (Source! Mo service(s) will be stopped during file transfer

»

;..:3 Drive Configuration

‘@ Volumes Image will include all volumes

B>

E_,l Additional ltems For Review

() Additional ltems For Review 5 1 '\warning

Save |'|| Start || Cancel
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4 Specify the required settings for the migration job by clicking the links in each category:

+ Job Configuration: Specify the required transfer method and operational continuity
settings for your source and target (General), scheduling options (Schedule), source and
target credentials (Credentials), job status and progress notification options, temporary
network settings (Take Control), and the required license key to use (License Key).

+ Image Configuration: Specify the image name, the path to the location where the you want
the image to be stored, and whether or not to use NTFS compression (under Image
Configuration, click General).

Image Configuration - Sample Environment fgl

General |

Target Image
Image Mame :
[ NY-FILEVM-01 Image

Configuration File Path -
|E: j | “Program Files‘\PlateSpin Image ServersMY-FILEVM-01 Image'\MY-F |

[] Compress image using MTFS Compression

[ oK ] ’ Cancel ]

+ Operating System and Application Configuration: If you selected the Live Transfer
method, specify how you want PlateSpin Migrate to handle operating system and
application services on your source (Live Transfer Services).

+ Drive Configuration: Select the volumes that you want PlateSpin Migrate to include in the
image and specify the path for the package file (under Drive Configuration, click VVolumes).

Properties

.Setting_s_|

Select volumes to include in image
Include ? Wolume

Wolume Data Mapping for C:
Patt: | E:\mages\PhysicalDEMO 4w 2K58490dic0 pkg i

=T

6.4 Deploying a PlateSpin Image

Use this procedure to deploy a PlateSpin Image on a supported physical machine or virtualization
platform.

1 Drag and drop the required PlateSpin Image to a discovered target physical machine or VM host.
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Select an item to view / edit its details:
E: .l Job Configuration

2 Conversion

2 End States

Netwiorke
Schedule
Access
Alerts

Take Control

License
Post-Migration

&IODBPE S

\2} Hyper-V Virtual Machine Caonfiguration

& Genersl

h Network Configuration

&) Network |dentification
B GuestNIC1

® GuesthIC2

-
'1"2""[11 Operating System and Application Configuration
4 Windows Services (Targef)

S Clean Up VMware Tools
) System Files

Originating source machine assumed: Offline

After the conversion, the target machine state will be: Powered On

Encryption: Disabled

Compression: Disabled

Eandwidth Throttling: Disabled

Scheduled to start immedistely

Image Server - Success

Target : Success

Event Nofifications will not be sentfor this job

g Temporary source server network connection: DHCP Enabled
Target - Valid IPv4 Address required

The license key will be automatically selected during the conversion

No Action scheduled to run

Memery vill be temperarily changed to 1GE during the conversicn
Display name: TempCLIT2_ VM

& Memory allocated: 3.5 GE; Number of CPUs: 1
Installing Hyper- Integration Services: Yes
Generation: Generation1

Host name: TempCLI12
Map: 'DHCP Enabled (Local Area Connection)’
To: DHCP Enabled on ‘Public-Switch'

Map: ‘DHCP Enabled (Local Area Connection 2)°
To: DHCP Enabled on ‘Cluster-Switch'

Na changes to service start up medes
WMwiare Tools will be cleaned up during the conversion
1 file(s) will be replaced

[E3 Al errors must be resolved before continuing

Configure Defaults

~

2 Specify the required settings for the migration job by clicking the links in each category.

Migration jobs are auto-configured to create the target machine with the same settings as the
source server. Depending on the objectives of the migration, you can:

+ Modify the Network Identification settings to configure the hostname and domain/
workgroup registration of the target machine.

+ Modify the Guest NIC settings to configure the TCP/IP properties for the network adapters

on the target machine.

+ Modify the Drive Configuration settings to select the volumes to copy during the migration.

3 If the intended target is a virtual machine, specify the required virtual machine parameters and
select the options you require, such as memory allocation, or automatic installation of VMware

Tools or VMAdditions.

4 Review and address errors and warnings.

5 Click Start to deploy the image.

6.5 Managing PlateSpin Images

¢ Section 6.5.1, “Moving Images from One PlateSpin Image Server to Another,” on page 142

+ Section 6.5.2, “Automating Image Operations,” on page 142

+ Section 6.5.3, “Browsing and Extracting Image Files,” on page 142
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6.5.1

6.5.2

6.5.3

Moving Images from One PlateSpin Image Server to
Another

1 Copy the image directory from the old PlateSpin Image Server host’s file system to a location on
the new PlateSpin Image Server host.

2 Update the new PlateSpin Image Server’s confi g. xnm file to identify the path to and the name of
the image that was moved from the old PlateSpin Image Server.

3 Refresh the new image server's details in the PlateSpin Migrate Client's Servers view.

For more information, see KB Article 7920189 (https://www.netiq.com/support/kb/
doc.php?id=7920189).

Automating Image Operations

You can use the ImageOperations command line utility, included with PlateSpin Migrate, to automate
several tasks related to images, such as regularly moving multiple base images, along with related
increments, between PlateSpin Image Servers.

The utility provides the capability to automate the following operations:

+ Register: Associate an image or image increments with a specified image server.
+ Unregister: Disassociate a registered image from a specified image server.
+ Gather: Assemble a package of a PlateSpin Image and its volumes into a specified subdirectory.

To use the | mageQper ations command line utility:

1 On your PlateSpin Image Server host, open a command interpreter (cnd. exe) and change the
current directory to . . \ Program Fi | es\ Pl at eSpi n | mage Server\ | mageQper ati ons.

2 Type | mageQper at i ons followed by the required command and parameters, then press Enter.
For command syntax and usage details, type | mageQper at i ons, then press Enter.

3 When you have finished, refresh the image server’s details in the Servers view.

Browsing and Extracting Image Files

During a disaster recovery effort or a business continuity exercise you can selectively restore files in
your production server’s file system, using backup versions of those files that are stored in PlateSpin
Images.

To do this, you can use the PlateSpin Image Browser utility, which enables you to browse, search,
sort, and extract files from different sources:

+ Animage file

+ A specific image increment file

You can work with both base images and image increments by loading different files:

+ Abase image’s corresponding binary file (volume-x. pkg) or text configuration file
(image_name. xn ).

+ Animage increment’s binary (image_increment. pkg) file. You cannot use an increment’s text
configuration file (image_increment_name. xm ).
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The utility enables you to work with image files in a Windows Explorer-like environment. A command
line version enables you to extract files at the command line.

*

*

*

*

“Starting the Image Browser and Loading Image Files” on page 143
“Sorting and Searching Items in the Image Browser Interface” on page 143
“Extracting Items” on page 144

“Browsing and Extracting Image Files at the Command Line” on page 144

Starting the Image Browser and Loading Image Files

1 Start the ImageBrowser program (I mageBr owser . exe), located in one of the following

directories:
+ On your PlateSpin Server host:
..\PlateSpin Mgrate Server\bin\InmageQperations
+ On your PlateSpin Image Server host:
..\Program Fil es\ Pl at eSpi n | nage Server\ | nageQOper ati ons

The utility starts and displays the Open dialog box. At any time after the program’s initial startup,

you can load an image file by clicking File > Open.

2 In the Open dialog box, select the file type, navigate to and select the required image or image

increment file, then click OK.
The utility loads the required file and displays its contents in a two-pane interface.

(Z) PlateSpin Image Browser ] P4
File  Actions  Help  Increment I j
-1 ServicePrafes | | Name | -
-] LocalService 2] PSSHHDA. dI 561
&[] NetworkService -i’] wpssves.di 1636
&[] servicing CI%PSViewer
-] Setup o wwizard. did 2
g% goflwa;eDlstrlbutlor %] wwizarde.dl 239
peec >
B i 77
-1 SysMsiCache ;]”W'eg
_____ 5 systom 2] svtpwzz.di 93
-] Systemn32 X
..... 1 tapi J 5
..... [ Tasks CahTw
- £ Tem _|LI :? zipfldr.di | 334~
4 » 4 »
SRC-W2KESTD32 IMAGE, Bc7fE2dd. plallWindows) System32 ot

Depending on the size of the image, it might take a few seconds to several minutes for the utility

to load the required file.

Sorting and Searching Items in the Image Browser Interface

You can sort the contents of a selected directory by name, size, type, date last modified, and by file

attribute. To sort items in a selected view, click the corresponding bar at the top of the right pane.

You can search for a specific directory name or file name. You can use alphanumeric text, wildcards,

and regular expressions. Regular expression search patterns that you specify must adhere to the

Microsoft .NET Framework regular expression syntax requirements. See the Microsoft .NET
Framework Regular Expressions page on MSDN (http://msdn.microsoft.com/en-us/library/
hs600312.aspx).
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To search for an item:

1

Load the required image or image increment. See “Starting the Image Browser and Loading
Image Files” on page 143.

In the left pane, select a volume or a subdirectory.
On the Actions menu, click Search.

Alternately, you can right-click the required volume or subdirectory in the left pane and click
Search in the context menu.

The Image Browser Search window opens.

Specify the name of the file you are searching. If you are using a regular expression, select the
corresponding option.

Click Search.
The results are shown in the right pane.

Extracting Items

1

Load the required image or image increment. See “Starting the Image Browser and Loading
Image Files” on page 143.

Locate and select the required file or directory.You can select multiple files and directories in the
right pane.

On the Actions menu, click Extract.

Alternately, you can right-click the required item and click Extract in the context menu.
The Browse for Folder dialog box opens.

Browse to the required destination, then click OK.

The selected items are extracted to the specified destination.

NOTE: Files that you choose to overwrite are deleted if you interrupt the extraction process.

Browsing and Extracting Image Files at the Command Line

To browse and extract files from images and image increments at the command line, you can use the
| mageBr owser . Consol e utility.

To start the utility:

1 On your PlateSpin Image Server host, open a command interpreter (cnd. exe) and change the

current directory to . . \ Program Fi | es\ Pl at eSpi n | mage Server\ | mageQper ati ons.

2 At the command prompt, type | nageBr owser . Consol e, then press Enter.

For command syntax and usage details, type | mageBr owser . Consol e / hel p, then press Enter.
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Essentials of Workload Migration Jobs

This section provides information about configuring the key aspects of a workload migration job using

the PlateSpin Migrate Client.

+ Section 7.1, “Selecting a License Key for a Migration Job,” on page 146

¢ Section 7.2, “Configuring Automatic Email Alerts of Job Status and Progress,” on page 146

+ Section 7.3, “Specifying Conversion Options,” on page 147

+ Section 7.4, “Specifying End States for Source and Target Workloads,” on page 147
+ Section 7.5, “Specifying Network Options,” on page 147

+ Section 7.6, “Specifying Credentials to Access Sources and Targets,” on page 148
+ Section 7.7, “Managing a Workload'’s Network Identity,” on page 149

+ Section 7.8, “Job Scheduling,” on page 150

+ Section 7.9, “Setting Up Migration Networking,” on page 151

¢ Section 7.10, “Configuring Target Virtual Machines,” on page 157

¢ Section 7.11, “Handling Operating System Services and Applications,” on page 164

¢ Section 7.12, “Handling a Workload'’s Storage Media and Volumes,” on page 169

¢ Section 7.13, “Including a Custom Post-migration Action in a Migration Job,” on page 178

Figure 7-1 Sample of a Migration Job Window
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7.1

1.2

Selecting a License Key for a Migration Job

By default, PlateSpin Migrate automatically selects the best license key for a particular migration job.
If you have multiple license keys, you can select a specific license key to apply to a particular
migration job. For information about product licensing and license key management, see Section 2.1,
“PlateSpin Migrate Product Licensing,” on page 27.

To view or modify the license key selected for a migration job:
1 Start the migration job. For information about starting a migration job, see Section 3.8.1, “Setting
a Migration Job,” on page 83.
2 In the Job Configuration section of the Migration Job window, click License.

3 To manually choose a different key, deselect the Automatically select the best license key
during the conversion check box and choose the required license key from the drop-down list.

4 Click OK.
The selected license key is displayed on the License tab and the description is updated
accordingly.

Certain licenses cannot be selected if they are invalid for the current migration. Licenses can be
invalid for reasons such as:

+ There are no remaining migrations for the license.

¢ The license does not allow X2V migrations and the current migration is a P2V.

+ The license does not support live transfer migrations and the current migration is marked for live
transfer.

Configuring Automatic Email Alerts of Job Status
and Progress

You can set up a migration job to automatically send email notifications about status and progress to
a specified address:

+ Job events: Job status messages such as Conpl et ed, Recover abl e Error, and Fai | ed.

+ Job progress: Detailed job progress messages at configurable intervals.

You can specify SMTP server and email account details either during the migration job or globally.
See “Notification Service” on page 45.

To configure automatic email notifications:
1 Start the migration job. For information about starting a migration job, see Section 3.8.1, “Setting
a Migration Job,” on page 83.

2 In the Job Configuration section of the Migration Job window, click Alerts and configure the
required options.

3 Click OK.
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7.4

1.5

Specifying Conversion Options
Conversion options enable you to specify:

+ How data is transferred from source to target. PlateSpin Migrate supports multiple transfer
methods, and their availability depends on your workload and migration job type.
See “Supported Transfer Methods” on page 21.

+ The scope of workload data to transfer from the source to the target (Full Migration and
Changes only). Applicable only to Server Sync jobs.

See “Synchronizing Workloads with Server Sync” on page 119.

To specify the transfer options for a migration job:
1 Start the migration job. For information about starting a migration job, see Section 3.8.1, “Setting
a Migration Job,” on page 83.
2 In the Job Configuration section of the Migration Job window, click Conversion.
3 Select the scope and method of data transfer.
4 Click OK.

Specifying End States for Source and Target
Workloads

After completing a migration, PlateSpin Migrate shuts down or boots up the source and target
workloads depending on the nature of the migration. For example, a Copy workload job results in the
source workload being left to run, and a Move workload job results in the source workload being shut
down.

To specify non-default post-migration end states for your source and target:

1 Start the migration job. For information about starting a migration job, see Section 3.8.1, “Setting
a Migration Job,” on page 83.

2 In the Job Configuration section of the Migration Job window, click End States.

3 Select the end state for the source and the target machine.

4 Click OK.

Specifying Network Options
Network options are settings for security, performance, and connectivity, and enable you to specify:

+ Whether you want the system to compress workload data that is being transferred over the
network.

See “Data Compression” on page 25.

Fast consumes the least CPU resources on the source but yields a lower compression ratio,
Maximum consumes the most, but yields a higher compression ratio. Optimal, the middle
ground, is the recommended option.

+ Whether to encrypt the data transferred from source to target.
See “Security and Privacy” on page 23.
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1.6

+ Whether you want to apply bandwidth throttling for the current migration job.
See “Bandwidth Throttling” on page 25.

To throttle this job’s bandwidth to a specified rate, select the Enable Bandwidth Throttling
option, specify the required maximum value in Mbps, and optionally a time period during which to
enforce the throttling. If specified, the from and to time values are based on the source
workload’s system time.

If no time interval is defined, bandwidth is throttled to the specified rate at all times by default. If
time interval is defined and the migration job executes outside this interval, data is transferred at
full speed.

+ Additional IP addresses for source workloads to enable communication in environments that use
network address translation (NAT).

For information on how to specify additional IP addresses for your PlateSpin Server, see
“Migrations Across Public and Private Networks through NAT” on page 42.

To specify network options:

1 Start the migration job. For information about starting a migration job, see Section 3.8.1, “Setting
a Migration Job,” on page 83.

2 In the Job Configuration section of the Migration Job window, click Network.
3 Select the required network options.
4 Click OK.

Specifying Credentials to Access Sources and
Targets

For a migration job to execute properly, you must provide valid credentials for your source and target.

Table 7-1 Source and Target Credentials

Credentials Windows Linux

User Name  Account username with local or domain-level Root or root-level username.
administrative privileges. Use this format:

+ For domain member machines:
authority\principal

+ For workgroup member machines:
hostname\principal

Password Valid password for the specified username.  Valid password for the specified username.

When setting up a migration job, you can validate the provided credentials and save them for future
migration jobs that use the same source and target.

To specify source and target credentials:

1 Start the migration job. For information about starting a migration job, see Section 3.8.1, “Setting
a Migration Job,” on page 83.

2 In the Job Configuration section of the Migration Job window, click Access.
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7.7.1

3 Specify the credentials.
4 Click OK.

Managing a Workload’s Network Identity

PlateSpin Migrate enables you to manage the network identity and domain registration of your
migration target workload and specify related preferences as part of a migration job. By default, a job
is configured to preserve a source workload’s network identity and domain registration. You can
modify the default configuration to suit the objectives of your migration job.

Proper configuration of migration target’s network identity is especially important when you are
migrating a workload to a different domain, planning to take it off a domain, or if you intend to change
the hostname of a workload while it is in the domain.

To configure a target workload’s network identity options:

1 Start the migration job. For information about starting a migration job, see Section 3.8.1, “Setting
a Migration Job,” on page 83.

2 In the Network Configuration section of the Migration Job window, click Network Identification.
3 Specify the options and then click OK.

Configuration options vary depending on whether the target machine is Windows or Linux. For
information about the configuration options, see the following sections:

¢ Section 7.7.1, “Managing the Identity of Windows Workloads,” on page 149
+ Section 7.7.2, “Managing the Network Identity of Linux Workloads,” on page 150

Managing the Identity of Windows Workloads

Use these settings to configure the network identity of your target Windows workload.

Network Identification [ <]
Metwork Identification |
Host Name I Test-2
¥ Gererate new System |dentifier (S1D]
~Local Administrator Credentials [Mot Required):
User Mame: IAdmimstralm
Fassword: I
Canfirm Passward: I
~ Member of
% Domain I platespin.com
© Warkgroup [woRKGROUP

¥ Preserse Souce Server's Domain Registration

+~ Domain Credentials

Lser Mame : I platespint Smith

Password: | sessesssssssssss

Confim Password | sesssssesssesans

Help | Cancel |
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Host Name: Specify the desired hostname for the target machine.

Generate New SID: When this option is selected, the target workload is assigned a new System Identifier
(SID). Credentials are required only for Windows 2008 and Vista systems, and must be the credentials for the
local (embedded) Admi ni st r at or account. If this account has been locally renamed on the source, provide
the new name. If this account is disabled on Vista (default), enable it first.

Member of (Domain / Workgroup): Select the required option and type the name of the domain or workgroup
that you want the target machine to join.

Preserve Source Server's Domain Registration: Preserves domain registration and ensures that the source
server domain registration remains intact during migration. If you disable this option, the source machine’s
domain account is transferred to the target machine. The source server still appears to be on the domain, but
does not have a valid connection.

Domain Credentials: If the target machine is to be part of a domain, specify valid credentials for a user
account with permission to add servers to the domain, such as a member of the Domain Admins group or
Enterprise Admins group.

7.2 Managing the Network Identity of Linux Workloads

Use these settings to configure the network identity of your target Linux workload and DNS server
addresses as required.

Metwork |dentification | DNS

DMN% server addresses in resolv.conf
W
10.1.220.70
Metwork |dentification | DMS
DMNS server addresses in resolv.conf
@
sdd. || Edit. | [ Re 10.1.220.70
| Add. || Edit. | [ Remove |

T
- BT T

Network Identification tab: Specify the desired hostname for the target server.

DNS tab: Use the Add, Edit, and Remove buttons to manage DNS server entries for the new virtual machine.

7.8 Job Scheduling

Scheduling options enable you to specify whether the migration job is to run immediately or on a
specific date and a specific time. For information on other options that PlateSpin Migrate provides for
saving and executing jobs, see “Setting Up, Executing, and Managing Jobs” on page 83

To access scheduling options of a migration job:

1 Start the migration job. For information about starting a migration job, see Section 3.8.1, “Setting
a Migration Job,” on page 83.

2 In the Job Configuration section of the Migration Job window, click Schedule.
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7.9.1

3 Specify the schedule.
4 Click OK.

Setting Up Migration Networking

For each workload portability job, you must properly configure workload networking so that source
workloads and targets can communicate with each other and the PlateSpin Server during the
migration process, and that the network configuration of a target workload is in line with its end state.
¢ Section 7.9.1, “Temporary (Take Control) Network Settings,” on page 151
¢ Section 7.9.2, “Target Post-Migration Networking,” on page 153
¢ Section 7.9.3, “TCP/IP and Advanced Network Settings,” on page 155
Temporary Networking: Also called Take Control Network Settings; they apply to source and target

workloads booted into a temporary pre-execution environment. See “Offline Transfer with Temporary
Boot Environment” on page 22.

Temporary (Take Control) Network Settings

Temporary (Take Control) Network Settings control how source workloads, targets, and the PlateSpin
Server communicate among each other during the migration. If required, you can manually specify a
temporary network address to your source and target, or configure them to use a DHCP-assigned IP
address during the migration.

During Windows and Linux workload migrations, the Temporary Network Settings control the
PlateSpin Server’s communication with the source and target workloads that are booted into a
temporary pre-execution environment. See “Offline Transfer with Temporary Boot Environment” on
page 22.

To configure Temporary (Take Control) network settings:
1 Start the migration job. For information about starting a migration job, see Section 3.8.1, “Setting
a Migration Job,” on page 83.
2 In the Job Configuration section of the Migration Job window, click Take Control.

3 To access network interface mapping and TCP/IP settings, click Configure in the source and
target areas as applicable.

4 Click OK.

Configuration options for the Temporary networking vary and depend on whether the network
interface is virtual or physical, and whether it is connecting a Windows or a Linux workload.

+ “Temporary (Take Control) Network Settings: Physical Network Interfaces” on page 152

+ “Temporary (Take Control) Network Settings: Virtual Network Interfaces” on page 153

Target Take Control network settings are only used during an Offline migration process. On
completion, target network settings are read from settings you specify for Target Post-Migration
Networking. See “Target Post-Migration Networking” on page 153.
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Temporary (Take Control) Network Settings: Physical Network
Interfaces

These settings apply only to source physical machines. For target physical machines, Temporary
(Take Control) network settings are configured during the boot process that uses the boot ISO image.
See “Discovering Target Physical Machines” on page 67.

Ethernet NIC Configuration x|

NIC |3 TCP /1P Setings |

A temporary network. connection configured in
@ TCP / IP Settings’, will be used to connect o
‘Source : MY-50L2005"

[ Temporarily replaces configuration an ;
Local Area Connection [10.1.17.18] |

Duplex setting:
If-‘-.uto Megotiate j

Help | 0k I Cancel |

Connect using: If multiple network adapters are present, select the adapter that can communicate with both
the PlateSpin Server and the target.

Duplex setting: Use the drop-down list to select network card duplexing. It must match the duplex setting for
the switch to which the network interface is connected. When the source is connected to switch ports that are
set to 100 Mbit full duplex and cannot be changed to auto negotiation, select Force NIC to Full Duplex.

TCP/IP Settings tab: Click the tab to access TCP/IP and advanced network settings. See “TCP/IP and
Advanced Network Settings” on page 155.

152  PlateSpin Migrate 12.1 User Guide



7.9.2

Temporary (Take Control) Network Settings: Virtual Network
Interfaces

These settings apply to both source and target Take Control network settings.

Ethernet NIC Configuration x|

b apping |E3 TCP / IP Settings |

Source:

kap ToVirtual Metwark:

Help | QK I Cancel

Map to Virtual Network: From the drop-down list, select the virtual switch or network to use for communication
during an Offline migration. If multiple virtual network adapters are present, select the adapter that can
communicate with both the PlateSpin Server and the source machine. This network can differ from the network
on which the target virtual machine will run after the migration.

TCP/IP Settings tab: Click the tab to access TCP/IP and advanced network settings. See “TCP/IP and
Advanced Network Settings” on page 155.

Target Post-Migration Networking

Target post-migration network settings defined in a migration job control the network configuration of
a target after the migration is complete. This applies to both physical and virtual network interfaces.

During workload migration, the target workload’s post-migration network settings are configured while
the workload is booted into a pre-execution environment.

To configure target post-migration network settings:

1 Start the migration job. For information about starting a migration job, see Section 3.8.1, “Setting
a Migration Job,” on page 83.
2 In the Network Configuration section of the Migration Job window, do one of the following:.
+ For target virtual machines: click Guest NIC.

+ For target physical machines: click Network Connection.
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3 Configure the options as required and click OK.

The Configuration options for the target post-migration network settings vary and depend on
whether the network interface is virtual or physical, and whether it is connecting a Windows or a
Linux workload. For more information about the options, review the following sections:

+ “Post-Migration Networking for Physical Network Interfaces (Windows and Linux)” on page 154

+ “Post-Migration Networking for Virtual Network Interfaces (Windows and Linux)” on page 155

Post-Migration Networking for Physical Network Interfaces
(Windows and Linux)

Use these settings to configure the post-migration network settings of a workload being migrated to
physical hardware.

Ethernet NIC Configuration

V' Include in Conversion
Marping | TCP /1P Setings |

Source: Lacal Area Connection [DHCP Enabled)

Map To Virtual Metwark:

™ WLAM ID:

Help | | 0k I Cancel |

Connect using: If multiple network adapters are present, select the adapter that can communicate with the
PlateSpin Server.

TCP/IP Settings tab: Click the tab to access TCP/IP and advanced network settings. See “TCP/IP and
Advanced Network Settings” on page 155.
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Post-Migration Networking for Virtual Network Interfaces (Windows
and Linux)

By default, PlateSpin Migrate configures a migration job to create a virtual NIC for each NIC found on
the source. For post-migration connectivity, ensure that the target virtual NIC is mapped to the
appropriate virtual network on the target virtualization platform.

Ethernet NIC Configuration E2

¥ Include in Conversion

Mapping | TCP /P Settings |

Source: Ethemet [164.99.181.209)

tap To Yitual Metworl:

W Start connected

Help | ak. I Cancel

Include in Conversion: When this option is selected, PlateSpin Migrate creates a virtual NIC for a source NIC.

Map to Virtual Network:Select the virtual network that will be used on the target VM. Choose a virtual network
that allows the target VM to communicate with the server.

Start connected: Enable this option to connect the virtual network interface when starting the ESX target
machine.

VLAN ID: (Applicable for target machine on a Hyper-V server only) Enable this option to specify the virtual
network ID to be used on the target machine. If you do not specify this ID, then the virtual network ID of the
source machine is used by default.

TCP/IP Settings tab: Click the tab to access TCP/IP and advanced network settings. See “TCP/IP and
Advanced Network Settings” on page 155.

7.9.3 TCP/IP and Advanced Network Settings

PlateSpin Migrate provides a standard network configuration interface to both source and target
network settings, and for both Temporary and target post-migration networking. Configuration
settings vary slightly, depending on the operating system.

+ “TCP/IP and Advanced Network Settings (Windows)” on page 156
+ “TCP/IP and Advanced Network Settings (Linux)” on page 156
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TCP/IP and Advanced Network Settings (Windows)

The following are standard TCP/IP and advanced network settings for Windows workloads:

Ethernet NIC Configuration |

NG TCP /P Settings |

¥ ‘Obtain an IP address automatically
~—" Usze the follawing IP address:

IF address: I

Subnet magk: I

Drefault gateway: | o .0 .0 .n

~ze the following DMS server addiesszes

Frefermed DMS server: I o .0 .o .0

Alternate DMS zerver: I o .0 .0 .n

Advanced... |
Help | (1]4 I Cancel |

Obtain an IP address automatically: When this option is selected, the workload uses an IP address
automatically assigned by a DHCP server during the migration process.

Use the following IP address: Select this option to specify a static IP address.

Use the following DNS server addresses: If required, specify preferred and alternative DNS server
addresses.

Advanced: Click this button to access advanced TCP/IP configuration settings, then specify or edit default
gateway, DNS server, and WINS server information as required.

TCP/IP and Advanced Network Settings (Linux)

The following are standard TCP/IP and advanced network settings for Linux workloads:
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Ethernet NIC Configuration x|

wie E3 TCP /1P Settings |

" Obtain an IP address automatically

+ |lze the following IP address:

IPaddress:ID N | 1 I I m

Subnet rmazk: I o .0 .0 .0

Default gateway: I o .0 .0 .0

Help | (1] Cancel

Obtain an IP address automatically: When this option is selected, the workload uses an IP address
automatically assigned by a DHCP server during the migration process.

Use the following IP address: Select this option to specify a static IP address.

Advanced: Click this button to access DNS configuration settings, then specify preferred and alternate DNS
server addresses as required. You can also indicate whether you want DNS addresses copied to the
resol v. conf file located in your target’s / et ¢ directory.

Configuring Target Virtual Machines

For jobs that involve workload virtualization, PlateSpin Migrate provides a mechanism for specifying
target VM configuration options, such as providing a target VM name and a configuration file path,
selecting a datastore to use, and allocating virtual memory, in accordance with the features and
capabilities of the selected virtualization platform.

If you have resource pools configured on your target virtualization platform, you can select a resource
pool for your VM to be assigned to.

NOTE: If your target VMware ESX server is part of a fully automated Distributed Resource Scheduler
(DRS) cluster (a cluster with its VM migration automation level set to Fully Automated), the newly
created target VM’'s automation level is changed to Partially Automated for the duration of the
migration. This means that your target VM might power up on a different ESX server from the one
initially selected, but migration is prevented from automatic execution.

To specify target VM configuration options:

1 Start the migration job. For information about starting a migration job, see Section 3.8.1, “Setting
a Migration Job,” on page 83.

2 In the Virtual Machine Configuration section of the Migration Job window, click General.
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3 Specify the values for the configuration options and click OK.

For more information about the virtual machine configuration options, see Section 7.10.1,
“Virtualization Platform-Specific Virtual Machine Configuration Options,” on page 158

7.10.1 Virtualization Platform-Specific Virtual Machine
Configuration Options

PlateSpin Migrate displays target virtual machine configuration options specific to the selected target
and also provides access to advanced configuration options.

+ “Virtual Machine Configuration: VMware ESXi 5" on page 158
+ “Virtual Machine Configuration: VMware ESX 4.1” on page 160
+ “Virtual Machine Configuration: Microsoft Hyper-V” on page 162

+ “Virtual Machine Configuration: Citrix XenServer” on page 164

Virtual Machine Configuration: VMware ESXi 5

The following are configuration options specific to VMware vSphere 5 (applicable to all VMs under the
containing resource pool).

[ @ tdit Settings [z |
Name: |PO0I_28
CPU Resources
Shares: |Normal j | 4000 =]
Reservation: Ji m MHz
iy

¥ Expandable Reservation

Limit: —_— J

¥ Unlimited
Memory Resources
Shares: |Normal j| :-’:33%:'
! Reservation: Ji 1078 —5| MB
iy

IV Expandable Reservation
Limit: —_— J

¥ Unlimited

& Remaining resources available I

Help QK | Cancel |

E?E
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Name: Specify the display name for the new virtual machine.

CPU Resources

+ Shares: CPU shares for this virtual machine with respect to the parent’s total. Peer VMs share resources
according to their relative share values bounded by the Reservation and Limit. Select Low, Normal, or
High, which specify share values respectively in a 1:2:4 ratio. Select Custom to give each virtual machine
a specific number of shares, which express a proportional weight.

+ Reservation: Guaranteed CPU allocation for this VM.

Expandable Reservation: Select this option to specify that more than the specified reservation is
allocated if resources are available in a parent.

¢ Limit: Upper limit for this virtual machine’s CPU allocation.

Unlimited: Select this option to specify no upper limit.

Memory Resources: (these are similar to CPU resource settings, but apply to memory resources)
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Virtual Machine Configuration: VMware ESX 4.1

The following are configuration options specific to VMware ESX systems prior to vSphere 5. To

access settings that control resource pools, the number of CPUs, and CPU scheduling affinity, click
Advanced.

¥™Mware ESX Virtual Machine Configuration

Y Genetal |

Yirual Machne Name :
| Win12DCR2_VM

Datastore - Jdataslme'l (2 jﬂ

Path: ] Pafin1 2DCAZ_ VMR 2DCR2 VM. v
The available size for the selected datastore will be
automatically reduced by size of the memory.
Yirtual Machine Memory Alocation [ up to 16 GE ) I 268
[ Instal Vidware Tools
Wirtual Devices ©
SCSI Drives

LSILogicSas _'I

Help 0K

Virtual Machine Name: Specify the display name for the new virtual machine.
Datastore: Select the datastore where you want to create the *. vnx file.

Configuration File Path: Specify a name and the directory path for the virtual machine’s *. virx configuration
file.

Virtual Machine Memory Allocation: Specify a value for the amount of virtual RAM to be assigned to the
virtual machine.

Install VMware Tools: Enable this option to install VMware tools during the migration process (recommended).
SCSI Drives: Select either BusLogic or LSllogic (the recommended option).

Advanced: Click this button to view or modify advanced VM configuration settings.
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ESX 3 Advanced Setup E3

Advru:e-d|

¥\, Proceed with caubon - these seltings requie expet knovledge
~Resource Pool

-
Automation-Servers j
Clustes-zelup
RHEL

SLES ;I
Number of CPUs :

~ CPU Scheduling Affinity : .
= Delault ~ -
= 1 ﬂ
T Runon Processorlsl: |z =

L

s | T ] cows |

Resource Pool: If required, assign your target VM to a resource pool. When no resource pool is specified, the
VM is assigned to the root resource pool.

Number of CPUs: Select the required number of CPUs to assign to the target VM. For example, you can
convert a single-processor workload to a multi-processor VM, or a multi-processor workload to a single-
processor VM.

CPU Scheduling Affinity: Represents which ESX Server processors the virtual machine can run on (if your
ESX Server is a multiprocessor system). Specify the required processor or select Default (recommended).

For details, see your VMware documentation.
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Virtual Machine Configuration: Microsoft Hyper-V

The following are configuration options specific to Hyper-V 2012 systems.

Hyper-¥ ¥irtual Machine Configuration | x|

1 General |

*irbual b achine MName
I RamT est_'h

Drive IG: j

Fath: I G ProgramD ata'Microsoftiwindows', \RamT est WM

The available size for the selected dataztore will be
automatically reduced by size of the memon.

Yirtual Machine Memory Allocation [up to 128 GE ] 4GE 1

Wirtual Machine Generation Type :
% Generation 1 " Generation 2

¥ Install Integration Services

Yitual Devices

SCSI Drrives : Hyper¥Scsitdapter j

Advanced... |

ak | Cancel |

Virtual Machine Name: Specify the display name for the new virtual machine.
Datastore: Select the datastore where you want to create the *. vnx file.

Configuration File Path: Specify a name and the directory path for the virtual machine’s *. virx configuration
file.

Virtual Machine Memory Allocation: Specify a value for the amount of virtual RAM to be assigned to the
virtual machine.

Virtual Machine Generation Type: Select one of the following generations type for the new virtual machine:

+ Generation 1: Select this option to deploy the target virtual machine with Hyper-V BIOS architecture.

* Generation 2: Select this option to deploy the target virtual machine with Hyper-V UEFI architecture
This option is displayed only for Hyper-V machines.

Install Integration Services: Enable this option to install integration services during the migration process
(recommended).

SCSI Drives: Select either BusLogic or LSllogic (the recommended option).

Advanced: Click this button to view or modify advanced VM configuration settings.
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Hyper-¥ 2012 advanced Setup
Advanced |

! } Proceed with caution - these settings require expert knowledge.

~ Resource Pool

Mumber of CPUs :

~ CPU Scheduling Affinity :
& Default

= Run on Processors) :

Help | K I Cancel |

Number of CPUs: Select the required nhumber of CPUs to assign to the target VM. For example, you can
convert a single-processor workload to a multi-processor VM, or a multi-processor workload to a single-
processor VM.

NOTE: For Generation 1, you can create four legacy network cards and eight synthetic network cards (if
integration service is enabled). For Generation 2, you can create eight 8 synthetic network cards.

CPU Scheduling Affinity: Represents which Hyper-V Server processors the virtual machine can run on (if
your Hyper-V Server is a multiprocessor system). Specify the required processor or select Default
(recommended).

For details, see your Hyper-V documentation.
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Virtual Machine Configuration: Citrix XenServer

The following are configuration options specific to Citrix XenServer.

Virtual Machine Configuration x|

1y General |

Virtual Machine Name : I AH-W2KE-64-5RCT VM

Mumber of CPUs : |2 vI

Virtual Machine Memaory Allocation (upto 6 GE )
I 696 MB %

¥ Install XenServer Tools

Help | QK I Cancel

Virtual Machine Name: Specify the display name for the new virtual machine.

Number of CPUs: Select the number of CPUs to assign to the target VM. For example, you can convert a
single-processor workload to a multi-processor VM, or a multi-processor workload to a single-processor VM.

Virtual Machine Memory Allocation: Specify a value for the amount of virtual RAM to be assigned to the
virtual machine.

Install XenServer Tools: Enable this option to install XenServer Tools during the migration process
(recommended).

Handling Operating System Services and
Applications
PlateSpin Migrate provides a mechanism for migration jobs to handle Windows services (including

special features for those services related to Microsoft SQL Server and Microsoft Exchange Server
software), Linux daemons, and virtualization enhancements (such as VMware Tools). In addition,

when Windows HAL or kernel file replacements are required, you can view which ones were selected

for update during a migration job.

¢ Section 7.11.1, “Handling the Startup Mode of Services (Windows Targets),” on page 165

¢ Section 7.11.2, “Handling Source Workload Services or Daemons During Live Transfer
(Windows and Linux),” on page 166

¢ Section 7.11.3, “Viewing Windows System Files Selected for Replacement During a Migration,”

on page 167
¢ Section 7.11.4, “Handling the Run Level of Daemons (Linux Targets),” on page 168

¢ Section 7.11.5, “Handling Virtualization Enhancement Software,” on page 168

164  PlateSpin Migrate 12.1 User Guide



7111

Handling the Startup Mode of Services (Windows Targets)

You can configure a job to modify the startup mode of selected Windows services after the migration
is complete. For example, if you don’t need a certain Windows service to continue running on a
virtualized workload, you can configure your job to set that service’s target startup type to Disabled.

If you require a service to start upon another service’s request, set the startup type of the required
service to Manual.

You can also configure the job to restore a service’s original startup type after the migration is
complete. For example, you might require a virus scanner to be disabled during the migration, but its
startup type to be restored after the migration completes.

TIP: You can globally configure your startup mode preferences for selected Windows services in
PlateSpin Server default options. See “Target Service Defaults” on page 49.

To configure post-migration startup mode of Windows services:
1 Start the migration job. For information about starting a migration job, see Section 3.8.1, “Setting
a Migration Job,” on page 83.

2 In the Operating System and Application Configuration section of the Migration Job window, click
Windows Services (Target) and then click an item in the Start Mode column.

Operating System and Application Configuration -0 5[ =

‘windows Services (T arget] |

Name £ ‘Start Mode ‘Desclintion =l lmeis no longer available.
o adler FF2864. 68 Manual

4 Application Experi.. Automatic Processes application compatibilty cache requests for applic..
4 Application Host.. Atomatic Frovides administrative services for 115, for example configur..
@ Application Inform..  Manual Faciltates the running of interactive applications with addition...
| 4 Application Layer... Service Mame: Application Layer Gateway Service ins for Internet C. A
: @ Application Mana 7 Automatic ration requests fo
 Automatic [Delayed Start)
g ASPNET Stats S & Manusl states for ASPN e
4 Background Intell " Disabled network. bandwidt
4 Base Filtering En - Restare nnglnal_selhng fter — = that manages fir
] U4 Certticale Propag the conversion is complete A
— |u@ CNG Keylsolation Manual The CNG key isolation service is hosted in the LSA process. ll
Help | akK Cancel
2
s 2
,'al‘qﬁ Operating System and Application Configuration
o} [windows Services [Target No changes to service start up modes
o4 Live Transfer Services [Source Mo zervices will be stopped during file transfer 2

3 Select the desired startup mode.
4 To restore the original setting after conversion is complete, select the checkbox.
5 Click OK.
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7.11.2

Handling Source Workload Services or Daemons During
Live Transfer (Windows and Linux)

For Live Transfer jobs, PlateSpin Migrate provides a mechanism to stop selected services or
daemons during the migration. This ensures that data on your source is captured in a consistent
state.

If your source workload is running Microsoft SQL Server or Microsoft Exchange Server software, you
can configure your migration job to automatically copy the database files of these servers. If you do
not require the migration to include the volume containing the databases, consider not stopping these
services.

If your source workload includes I/O-intensive application services that might inhibit the ability of the
file transfer process to keep up with the changes, consider stopping them during a Live Transfer
migration.

After the completion of the migration, services that you select to stop during a Live Transfer migration
are automatically restarted on the source, unless you explicitly configure your migration job to power
off the source on completion.

For Linux systems, consider using the custom f r eeze and t haw scripting capability. See “Freeze and
Thaw Scripting Capabilities (Linux Block-Level Migrations)” on page 82.

TIP: You can globally configure your preferences for stopping selected Windows services during VSS
File-based or VSS Block-based Live Transfer. See “Source Service Defaults” on page 48.

To specify which services or daemons you want the system to stop during Live Transfer:
1 Start the migration job. For information about starting a migration job, see Section 3.8.1, “Setting
a Migration Job,” on page 83.

2 In the Operating System and Application Configuration section of the Migration Job window, click
Live Transfer Services/Daemons (Source).

3 To indicate that you want SQL Server and Exchange Server database files copied during the
migration, click Advanced (applicable to Windows systems only)

Services To Stop During Live Transfer |

Stopped ‘7| Mame |Description !:‘I
I MSSOLSERMED
L X
i Applicatio = i
Ird Alerter Advanced | 5,
|2 Applicatio e g -
opy Data Files
P Applicatio : , A
I {opy S Database Files
2 ASP.NET: _
; ¥ Copy M5 Exchange Data Files
(W Windows A
N B ackgroun:
I Computer Bi Help | oK I Cancel I
| Indexing Service Tndexez confentz and properfies of les on local and remofe com.. ;I

Help | (] 4 | Cancel |

4 Click OK.
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7.11.3 Viewing Windows System Files Selected for Replacement
During a Migration
When converting Windows workloads with system files (such as a HAL or kernel files) that are

incompatible with the target infrastructure, PlateSpin Migrate uses an appropriate file from its library
and saves a backup copy of the source file (*. bak) on the target, in the same system directory.

You can view the HAL or kernel files that PlateSpin Migrate identifies as those requiring replacement:
To view the files selected for replacement during migration:
1 Start the migration job. For information about starting a migration job, see Section 3.8.1, “Setting

a Migration Job,” on page 83.

2 Inthe Operating System and Application Configuration section of the Migration Job window, click
System Files.

Files selected for replacement during migration are listed.

H MNetwork Configuration
7&;‘ Y| 5¥ stem File Changes - Sample Environment:
B Guesthic Sowce System Fies | Target System Files |
B Gussttuc  |(@| (halaepidl 523790.1830) | halsacpid halascpidl 5237301830 |
.2 A
B
L Cperatin
@ WindowsS i oK.
3 Live Transf
) 7 file[s] will bee: replaced
A
=1 Drive Configuration ‘
3 Click OK.

The following warnings might display at the bottom of the dialog box:

Driver Cache is empty Indicates that you might need to place the necessary files into the local
driver cache on the source Windows server (. . \ W ndows\ Dri ver
Cache).

The driver cache contains a PlateSpin Migrate has a partial match with its matrix but the driver cache
higher version contains a later version of one or more system files than the one that
PlateSpin Migrate will use.

File <filename> will be PlateSpin Migrate has not found a match for the system files in its matrix.
replaced with lower version It will replace the system files with a version that is earlier than the ones
that were discovered as the source machine's original system files.

File <filename> will be PlateSpin Migrate has not found a match for the system files in its matrix.
replaced with higher version It will replace the system files with a version that is later than the ones
that were discovered as the source machine's original system files.

If warnings appear on the screen, click More Help (only available if warnings exist) to learn more.
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7.11.5

See also the following KB Article 7920815 (https://www.netig.com/support/kb/doc.php?id=7920815)
(FAQ: Understanding the System Files Information screen).

Handling the Run Level of Daemons (Linux Targets)

You can configure a job to modify the run level of selected Linux daemons after the migration is
complete. Use the following numeric values:

0  Shutdown

1  Single-user mode

Unused (user-defined)

Full multi user-mode (no GUI)
Unused (user-defined)

Full multi-user mode with display manager (GUI)

o g b~ W N

Reboot

To configure the post-migration run level of Linux daemons:
1 Start the migration job. For information about starting a migration job, see Section 3.8.1, “Setting
a Migration Job,” on page 83.

2 In the Operating System and Application Configuration section of the Migration Job window, click
Linux Daemons (Target) and then click an item in the Run Level column

- Linus Daemons [T arget) I
H Licen Mame 2 |F|un Lewel Description l;
‘f} \hdy | anacron 2.3.4.5 Run cron jobs that were left out due to downtime
¢ apmd 2.3.4.58 apmd iz used for monitoring battery status and logging it via sys |
5 Gene w8 firstboot <none: Firstboot is a diuid style program that runs on the first time /
43 gpm Run Level gpm wed Linux applications such
h Mot || iptabies ForiiMz2FaW4WMET 60 |uihiptables.
- e
- o da Feset oK | Cancel
& Mot 3 isdn o SIS S T eI
HS
Q 5d keptable 1.2.3.4.5 This package loads the selected keyboard map as setin /etc/sy :I
1 Gues
e Help | Cancel
'7*75 Ope
_ T
5 [inue Daemans [Target] | Mo changes to dasmon un levels
=4 Drive Configuration
@ Haid Drives Disk. 1 with 3 partitions and no valume groups -

3 Select the desired run level. Click OK.

Handling Virtualization Enhancement Software

For V2X migrations, PlateSpin Migrate provides a mechanism to automatically uninstall virtualization
enhancement software, such as VMware Tools.

When converting a workload on a VMware platform that has an earlier version of VMware Tools
installed, PlateSpin Migrate identifies the presence of obsolete software and adds a VMware Tools
Cleanup step in the migration job.

You must provide administrator credentials to uninstall VMware Tools. The credentials provided must
match the admin-level user account that was logged in during the installation of VMware Tools.
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When the earlier version is uninstalled, PlateSpin Migrate proceeds with the installation of the new
version of VMware Tools.

NOTE: If you are downgrading a virtual machine that has VMware Tools installed, or if you are
converting a virtual machine to another VMware target that has an older version of VMware Tools, the
installation of VMware Tools during the configuration of the target will fail.

To configure a job to remove or replace VMware Tools during the migration:
1 Start the migration job. For information about starting a migration job, see Section 3.8.1, “Setting
a Migration Job,” on page 83.

2 In the Operating System and Application Configuration section of the Migration Job window, click
Clean up VMware Tools.

1‘.’} Whiware ESX Virtual Machine Configuration

ion

i =
eneral
A& previous version of WMware Toals is found and needs
to be replaced. Enter credentials used to install the
h Nsfetart Gttt previus YMware Tools to uninstall on the target, |

credentials are not known, you may heed ta install the
— new wersion of YMware Taok manuall after conversion s |
£ Netwark |dentification completed

8@ GuestWiC1

" .
.;*E"a, Operating System and Appl ¥ Provide Credentials

Credentials

o3 Wwindows Services [Target User Name: | roat

4 Live Transter Services [Source

3 TeanUn Vidwais Todk Passwoid: | essesase me)
5 Svstem Files Confim Password: [ eeesneee

42 Drive Configuration

0K Cancel I

@ Haid Dirives

3 Depending on the target, PlateSpin Migrate identifies existing instances of VMware Tools and
prompts to either replace or remove them, as applicable:

+ For non-VMware targets: The job configuration interface prompts you to uninstall VMware
Tools. Provide the same admin-level credentials used to install the software. If the
credentials are unknown, VMware Tools remains on the target machine after migration.

+ For VMware targets: The job configuration interface prompts you to replace VMware
Tools. Provide the same admin-level credentials used to install the obsolete version of
VMware Tools. If the credentials are unknown, install the new version of VMware Tools
manually after the migration completes.

4 Click OK.

Handling a Workload’s Storage Media and
Volumes

PlateSpin Migrate provides mechanisms for configuring your migration job to handle your workload
volumes and their physical or virtual layout in the target infrastructure.

NOTE: PlateSpin Migrate does not support NSS file system and EVMS volumes.
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Workload Virtualization (X2V)

When virtualizing a workload, you can select which volumes you want included on the target and
manage their free space sizes. You can also control how physical disk arrangement on your source is
propagated on the peer virtual machine according to the target virtualization platform’s storage media
configuration and virtual disk handling features and capabilities.

Workload Deployment to Physical Hardware

When you are migrating workloads to physical hardware, you can select which source volumes to
include and size, and which target disks to repartition and populate.

RAID Storage

PlateSpin Migrate supports RAID (Redundant Array of Independent Disks) storage, which it treats like
any other storage hardware. As long as the associated storage controller driver is present, PlateSpin
Migrate successfully completes the migration. PlateSpin Migrate does not support software
implementations of RAID.

SAN Storage

PlateSpin Migrate supports SAN storage. As long as the driver for the associated host bus adapter
(HBA) is present, PlateSpin Migrate successfully completes the migration. PlateSpin Migrate treats
SAN LUNSs like any other disk with logical volumes.

NAS

PlateSpin Migrate supports Network Attached Storage (NAS) systems. PlateSpin Migrate treats NAS
like any other disk with logical volumes.

Windows Dynamic Disks

PlateSpin Migrate supports Windows dynamic disks, including mirrored, striped, spanned, and RAID
5 configurations.

PlateSpin Migrate treats dynamic disks like it treats any other logical volume. When you are
converting workloads that have dynamic disks, the disks on the target workload are created as basic
disks, which you can use to remove unnecessary or obsolete dynamic disk configurations. After the
migration, you can upgrade the required disks on your targets from basic to dynamic disks.

Linux Logical Volumes

PlateSpin Migrate supports logical volumes of Linux workloads. If Logical Volume Manager (LVM) is
installed on your Linux source, you can use several LVM1 and LVM2 features to better manage your
target workload'’s volume layout and organization.

You can set up your workload migration job to:
+ Re-create logical volumes of the source on the target, or create logical volumes on the target
even if the source is not using LVM.

+ Create new volume groups on the target that are not on the source, or omit volume groups from
the target that are present on the source.

+ Rename volume groups on the target.

+ Distribute volumes to different volume groups and disks.
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NOTE: PlateSpin Migrate does not support:

¢ Copying LVM snapshots and LVM mirrors. You can create LVM snapshots and mirrored logical
volumes on the target after the migration completes.

+ Migration of Linux workloads with encrypted volumes.

Storage layout and volume configuration settings depend on the job configuration mode (Advanced or
Wizard), migration type, target virtualization platform, and source operating system.

The following topics provide additional information:

+ Section 7.12.1, “Storage Layout and Volume Configuration,” on page 171

¢ Section 7.12.2, “Volume Configuration in Server Sync,” on page 177

7.12.1 Storage Layout and Volume Configuration

To access drive configuration options:

+ In the Drive Configuration of the Migration Job windows, click Hard Drives.

b Windows Services [Target Mo changes to service start up modes

3 Live Transfer Services [Source Live Transfer is disabled. no services will be stopped
04 Systern Files Mo files need to be replaced

‘_:;! Dirive Configuration

"g# | Hard Drives One virtual hard disk with ane partition -

Help | E:’ Al errors must be resolved befare continuing Save | '| Start I Cancel |

4

Settings vary depending on the target system.

+ “Windows X2P Drive Configuration” on page 171
¢ “Linux Drive and LVM Volume Configuration” on page 172
+ “Target VM-Specific P2V/V2V Drive Configuration” on page 175

Windows X2P Drive Configuration

Use these settings to select the volumes to copy during the migration:
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Properties - Sample Environment

3 Settings |

Select source volumes to copy and size :

Copy ? Volume Free Space Size Mew Free Space MNew Size To Disk
C: (NTFS - System) 6 GB 10 GB 6 GB 10GE G 1 w
D: (NTFS) 5GBE  10GB 5GB WGBi@1 &

E: [NTFS) 3112MB 16GB 311.2 MB 16GB @ 1 v

Target disks to repartition and populate
Disk Name Size Allocated Mew Partitions | Preserved Partitions

G Disk 1 39GB ] 222GB 3

%) [ Coms

Copy: Select the volumes to be copied during the migration.

New Free Space: To resize the volume during the migration, specify the desired amount of free space.
PlateSpin Migrate automatically adjusts New Size.

New Size: To resize the volume during the migration, specify the desired size. PlateSpin Migrate automatically
adjusts New Free Space.

To Disk: Select which hard drive the volume will be copied to on the physical target machine.

Preserve Partitions: Click this column to determine if an existing vendor partition should remain intact during
the migration. If the partitions are not selected, PlateSpin Migrate permanently removes the partitions from the
server.

Linux Drive and LVM Volume Configuration

Use these settings to select the volumes and non-volume source spaces to copy and size during the
migration. If LVM is installed on the source, a Volume Group tab provides you with corresponding
options.

¢ “Handling Linux Disks and Volume Groups” on page 173

+ “Linux Drive and LVM Volume Configuration (Settings Tab)” on page 173

¢ “Linux Drive and LVM Volume Configuration (Volume Groups Tab)” on page 174
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Handling Linux Disks and Volume Groups

The PlateSpin Migrate Client provides you with Linux-specific user interface elements that provide

you with options to properly handle your Linux storage.

Note the following sequence of steps that you must take for properly configuring and mapping newly-

added disks and volume groups.

1 After adding a new disk, go to the Volume Groups tab and map the required volume group name

by selecting the Include option.

See Linux Drive and LVM Volume Configuration (Volume Groups Tab).

2 Specify Size in Allocation for Volume Group Box

3 For each added disk, specify the required size in the corresponding Allocation for Volume

Group field.

After the system focus shifts away from the field, the size of the newly-added disk is updated

dynamically.

Linux Drive and LVM Volume Configuration (

Use these settings to select source volumes to copy, non-volume source spaces to re-create and

size, and target disks to repartition and populate.

Settings Tab)

Drive Configuration m
Settings | Yolurne Groups I
Wirtual disks to create: Add | Blzmmeie Unuas Dike |
Digk D atastore Size | Thin |Fi|e Mame
@ newlUMAC.. « 10GB [ i W dlinos_b_1vmdk
Select volumes bo copy and size:
Inclu... | Yolume Free Space |Size |New Free Space |New Si...| DizskMolurme Group/EWRS Wolu..
/ .5 GE 9GE E.EGE 9GR @ Disk 0 -
Select non-valume storage to recreate and size:
Include | Type Fartition Size | Iz Swap | Mew Size | DiskAfolume Group/EYMS Yolume
Adev/sdal 1GEB W 1GH o Digk 0 -

0K Cancel
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Include: Select the volumes or non-volume source spaces to be copied or re-created and sized during the
migration.

New Free Space: To resize the volume during the migration, enter the desired amount of free space. PlateSpin
Migrate automatically adjusts New Size.

New Size: To resize the volume during the migration, enter the desired size. PlateSpin Migrate automatically
adjusts New Free Space.

Disk/Volume Group: Select which hard drive or volume group the volume will be copied to on the physical
target machine.

Preserve Partitions: For each disk, click the corresponding cell in this column to select existing vendor
partitions to preserve during the migration. If the partitions are not selected, PlateSpin Migrate permanently
removes them from the server.

Linux Drive and LVM Volume Configuration (Volume Groups Tab)

Use these settings to manage volume groups.

Drive Configuration m

Settings

Yolume Group M. | Free Space |T0tal S.

Add Renams Delete
Yolume Walume Yolume
Group Group Group

Help | QK I Cancel |

Add Volume Group: Creates a volume group on the target machine that is not present on the source machine.
Rename Volume Group: Renames a volume group that is being copied from the source to the target.

Delete Volume Group: Deletes a volume group so that it is not created on the target machine. The volumes
assigned to the volume group can be reassigned to other locations by using the Settings tab (by default, they
are assigned to disk).

Allocation for Volume Group: To allocate space on disks to a volume group, select the volume group, then
select the disks to include in it. Specify the amount of space to be allocated to it on each included disk.
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Target VM-Specific P2V/V2V Drive Configuration

When you configure a peer-to-peer virtualization job, the job configuration window provides access to
settings specific to the target virtualization platform.

This section includes the following information:
+ “Drive Configuration: VMware ESX” on page 175
+ “Drive Configuration: Hyper-V” on page 176
Drive Configuration: VMware ESX

The following are drive configuration settings specific to VMware ESX:

Drive Configuration - Sample Environment x|

Settings | Volume Groups I

Yirtual disks to create: Add | Femove Unused Disks |

Dizk Datastore | Size | File Mame
) storagel ~ 4GB MT-RHELA-Lwhd MY -BHELA-Ly v _ 1 wmndke

Select volumes to copy and size;

Inchude | Valume Free Space | Size Mew Free Space | Mew Size DizgkMolurme Group
/ 24GE 32GE 24GH 32GE = YalGroupll -
I /bont a1.2 MB 98.7 MB a1.2 MB 598.7 MB a Disk 0 -
v Jhiome 881 ME 98.7 MB 881 ME 98.7 MB o Disk 0 -

Select non-volume ztorage to recreate and size:

Inchude | Type Fartition |Size |I$ Swap |Di$kNOIu... Mew Size
Jdev/VolGroupldio. 512 MB ¥ = Mol - B12MB

0K Cancel

Datastore: Select the datastore volume on the ESX server where you want to place the vmdk files.
Copy: Select the volumes to be copied during the migration.

New Free Space: To resize the volume during the migration, specify the desired amount of free space.
PlateSpin Migrate automatically adjusts New Size.

New Size: To resize the volume during the migration, specify the desired size. PlateSpin Migrate automatically
adjusts New Free Space.

Disk/Volume Group: Assign the volume to a disk or, if LVM is enabled, to a volume group. The volume will be
copied to this disk or volume group on the target machine.

Create: Select any non-volume disk partitions that should be created on the target machine (for example, a
Linux swap partition).

New Size: To resize the non-volume partition during the migration, specify the desired size.
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Drive Configuration: Hyper-V

The following are drive configuration settings specific to Hyper-V:

Drive Configuration E

Settings I
irtual Disks to create : H Remove Unused Disks |

Diizk. | D atastore | File Marne | Size | Thin| Disk Tupe l;l

a1 C j SHyperIN-EFI-T2R2_VMWitual Ha MwWIN-EFI1ZR2 WM _T.vhd: ~ 398GE [~ IDE j

a2 C j SHyperwIM-EFI-12R2_VMWirtual Ha \wWIN-EFI-12R2_Wh_2 vhds 2GB [~ 5CSl j

a3 C j SHyperidindIM-EFI-1 2R2_WMYWirtual Ha \NwIN-EFI-12R2_WM_3vhds 3GE [~ SCEl j

I

Select volumes to copy and size :

Copy ?| Yolume Free Space | Size | Mew Free Space | Mew Sizel Ta Disk | =
W  CINTFS - Boot) Z2EEGE  34EBGE 2BEGE MEGE 1 jj
v E:[NTFS) 42GE  49GB 42GB 49GE 31 j
¥  FIMTFS) 1.3GE 2GB 1.3GH 2GE 5 2 j
W Gi[MTFS) 1GE 1GE 1GE 1GE & 2 j
[v  H:NTFS) 2GB 2GB 2GE 2GB G 3 'Ij

Select non-vwolume partitions to recreate and size :

Create 7 | Type | Partiticr | Size | Mew Size | To Digk l;l
r 0x7 [NTFS [HPFS))  “diskDpartition 93 B 99 MB G 1 j
Il 0x0 [Empty] “iskOhpartition2' 128 MB 128 ME (3 1 j

- 00 [Empty] “disk 24partitiond 32 ME 32MB @ 3 j
Bl

Help | ] | Cancel |

Datastore: Select the datastore volume on the Hyper-V server where you want to place the . vhd and . vhdx
files.

Disk Type: A Generation 1 disk containing the System/Boot volume should be on an IDE disk. (You can create
a maximum of three IDE disks.)

NOTE: For a Generation 1 disk, the values of second and third disk are chained. For example, if you select the
third disk (from the top of the Disk Type list) as IDE, the second disk autoselects as IDE. If you select the
second disk as a SCSI then the third disk autoselects to SCSI.

Copy?: Select the volumes to be copied during the migration.

New Free Space: To resize the volume during the migration, specify the desired amount of free space.
PlateSpin Migrate automatically adjusts New Size.

New Size: To resize the volume during the migration, specify the desired size. PlateSpin Migrate automatically
adjusts New Free Space.

To Disk: Assign the volume to a disk or, if LVM is enabled, to a volume group. The volume is copied to this disk
or volume group on the target machine.

Create?: Select any non-volume disk partitions that should be created on the target machine (for example, a
Linux swap partition).

New Size: To resize the non-volume partition during the migration, specify the desired size.
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7.12.2 Volume Configuration in Server Sync

When you are using Server Sync to synchronize two Windows or Linux workloads, PlateSpin Migrate
provides you with the capability to specify the required mapping between source volumes and
existing volumes on the target. See “Synchronizing Workloads with Server Sync” on page 119.

To access volume configuration options in a Server Sync job:

1 Start the migration job. For information about starting a migration job, see Section 3.8.1, “Setting
a Migration Job,” on page 83.
2 Inthe Drive Configuration section of the Migration Job window, do one of the following:
+ On Windows: Click Volume Mapping.
¢ On Linux: Click Drives and Volumes.
3 Configure the Server Sync volume configuration options.

The following topics provide information about Server Sync volume configuration options specific
to Windows and Linux workloads.

+ “Server Sync Volume Configuration (Windows)” on page 177
+ “Server Sync Volume Configuration (Linux)” on page 178
Server Sync Volume Configuration (Windows)

A Server Sync job for Windows workloads provides detailed drive and volume information for both the
source and the target, and enables you to specify the required mapping.

4f  Post Conve
Source Yolume Mapping
rg Yhdware |
~ Source Walumes
|"Jnlume £ |Serial Hurnber |Used Space |Ma|:npeu:| To |
& Genesl 3 CNTFS-System]  148c2edc 24GB C: INTFS - System)] v
@ D [NTFS) feaddalc 2GB -
H Network |G M: [NTFS) 148d27e1 39GE -
£) Metwark Ide
¥ GuestMIC1 . Souce Details Target Details
o olurne: C: [NTFS - System)] Wolumne: C: [NTFS - System)]
o 98 Operatini | Labet Label
de. Serial Mumber:  148c2cdc Senial Mumber:  ach183cd
) Windows Si Total Space: 24 GB Total Space: 24 GB
¢ Live Transke Uzed Space: 2GE Uzed Space: 2GE
5 Clean Up 'l Free Space: 363.1 MB Free Space: 390.1 MB
4 Sustem Files
_L_";'; Drive Co QK | Cancel |
o C: [MTFS - System] mapped to C: [NTFS - Spstem) ~|

Mapped To: Map each volume on the source to an existing volume on the target.
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7.13

Server Sync Volume Configuration (Linux)

A Server Sync job for Linux workloads provides detailed mount point and volume information for both
the source and the target, and enables you to specify the required mapping.

4 End States
Source Yolume Mappin
3 Schedule PR |
& Credentigls - Souce Yaolumes
[ Motification |‘-J'0Iume A | Device | Used Space | M apped To |
e Take Conlr =) / [ext3] ddewAolGroupl0.. 2.9 GE # [ext3] -
ﬁ Licenze Ke @ /boot [ext3) Adev/zdal 195 ME Ahont (2xt3) -
& Post Conve
=1 MNetwork,
£ metwork |d ~ Source Detail: Target Details
A DN Wallme: 4 [et3) Walume: 7 [emtd]
L Metwark Ce Label: Label:
Device: .-:'l:_lE\-'NDlG[DUpDD.-"LDQVDl Device: AdewdmyGroupLogyol00
5 - 0 . Total Space: 13.7 GB Total Space: 4GB
*@,5 peratin Uszed Space: 29GE sed Space: 23GE
m Free Space: 10.8 GB Free Space: 1.7 GB
’-:3 BUEXSE ok Cancel
W iy cstoti kG Wi /bot IJEHtSLr'naDDed ta /boot [emt3]

Mapped To: Map each volume on the source to an existing volume on the target.

Including a Custom Post-migration Action in a
Migration Job

You can set up your migration job to execute a custom action on your target. You must define and
save your custom actions and their dependencies in advance. See “Managing Custom Actions” on
page 80.

NOTE: Post-migration actions are supported for peer-to-peer and one-time Server Sync migrations
only.

When you are setting up a migration job, select the required action, any required command line
parameters, and a timeout as required. You must also provide valid credentials for the target
workload. If the target workload credentials are unknown, you can use the credentials of the source
workload.

To specify a custom post-migration action for your migration job:

1 Start the migration job. For information about starting a migration job, see Section 3.8.1, “Setting
a Migration Job,” on page 83.

2 In the Virtual Machine Configuration section of the Migration Job window, click Post Conversion.
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Select Action IPeonfig =2y j

~Execution Parameters —— _Credentials
Command Line: U eername:
Execution Timeout: P azzwiord:
|5 3: zeconds |
¥ Nao Timeout ¥ Use Source Credentials

3 Specify the following options:

¢ Select Action: From the drop-down list, select a custom action previously saved in your
library of post-migration actions.

+ Execution Parameters: Specify any required command line parameters for the action. If
required, specify a timeout.

+ Credentials: Provide administrator credentials for the target. If they are the same as those
for the source, and if they have been saved, select Use Source Credentials.
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MigrateAgent Utility

The MigrateAgent (M gr at eAgent . cl i . exe) is a command line utility that you can use to install,
upgrade, query, or uninstall the block-based transfer drivers. Although a reboot is always required
when you install, uninstall, or upgrade drivers, the MigrateAgent utility allows you to better control
when the action occurs and therefore, when the server reboots. For example, you can use the
MigrateAgent utility to install the drivers during scheduled down time, instead of during the first
replication.

The syntax of the MigrateAgentutility is:
M grateAgent.cli.exe [Option] [/psserver=% P%

Table 8-1 describes the options and switch available for the M gr at eAgent . cl i . exe command.

Table 8-1 MigrateAgentCommand Options and Switch

Usage Description

Options

h|? | help Displays usage and options for the command.

logs | viewlogs Opens the application log directory.

status Shows installation status for the PlateSpin controller and drivers.

din | driver-install Installs the PlateSpin drivers.

dup | driver-upgrade Upgrades the PlateSpin drivers.

dun | driver-uninstall Uninstalls the PlateSpin drivers.

Switch

/ psserver =% P% Downloads the block-based transfer drivers from the specified server
when you invoke the st at us, driver-install,ordriver-upgrade
options.

A copy of the block-based transfer drivers is bundled with the MigrateAgent utility. You can
alternatively specify the / psser ver = command line switch in order to download the drivers from the
PlateSpin Server when you invoke the st at us, dri ver-instal |, ordri ver-upgrade options. This is
useful when the server is patched with a new driver package, but the MigrateAgent command line
utility is not patched.

NOTE: To avoid confusion, the recommended method of using the MigrateAgent is to install,
uninstall, or upgrade the drivers and then reboot prior to doing a replication.

You should reboot the system each time you install, upgrade, or uninstall the drivers. The reboot
forces the running driver to stop and the new driver to be applied on system restart. If you do not
reboot the system prior to replication, the source continues to act as if the operation has not been
completed. For example, if you install drivers without rebooting the system, the source acts as if no
driver is installed during replication. Similarly, if you upgrade the drivers without rebooting, the source
continues to use the already running driver during replication until you reboot the system.
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If the version of the installed driver is different than the version of the running driver, the st at us
option will remind the user to reboot. For example:

C.\ M grat eAgent\ M grat eAgent . cli.exe status

Step 1 of 2: Querying the PlateSpin controller service
Done

Step 2 of 2: Querying the installed PlateSpin driver version
Done

The task conpl eted successfully
Pl ateSpin Controller Service Status
The PlateSpin Controller service is not installed

Pl ateSpin Driver Status
Installed Driver Version: 8.0.0.11
Runni ng Driver Version: Not running. Reboot to load the driver.
Upgr ade Avail able: No

PlateSpin creates a task to warn the user that a reboot is necessary in order to complete the driver
installation or upgrade. The naotification appears in the Tasks list (Figure 8-1). During replication, the
notification appears on the Command Details page (Figure 8-2).

Figure 8-1 Reboot Notification Task

Dashboard Workloads Targets Tasks Reports Settings

O 21712016 9:02 AM Win12-0C2 The workload requires a reboot to complete the block-based install. I will continue to utilize a lower performance server-sync until the
install is complete.

ismiss Task

Figure 8-2 Reboot Notification During Replication

Workloads Targets Tasks Reporis Settings

Command Details

Replication

The workload requires a reboot to complete the block-based component install.
Incremental replication will continue to utilize 2 lower performance server-sync until the
Running  » .
“ install is complete.

2ZHT2018 10:01 AM

4m &8z

Step Status Start Time End Time Duration Diagnostics
Refreshing source machine Completed 217/2016 10:01 AM 21712016 10:02 AM im 11z -

&) Copy data Running (4%) et 21M7/2018 10:02 AM - 3m37s

Diagnostics: Generate

Configure Migration W

Rebooting the source machine applies and starts the installed or upgraded drivers. If the driver was
recently installed, after the reboot, one full replication or a server-sync replication is required in order
to ensure that all of a source’s changes are captured. This server-sync replication will be represented
to the user in the Status field as a warning (Figure 8-3). Subsequent incremental replications will
complete without warning.
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Figure 8-3 Server-Sync Required Notification

Dashboard Workleads Targets Tasks FReports Settings About  Help

Migrabion Detalls | Command Details

Running Incremental

@ winiz-Dc2

£
Events: Event Details User Date
Incremental replication of warkload starfed MIGRATEALIT! d 2ABRD1E
Status: Running £
As the block-based driver was justinstalled, this first replication is performed via a server-sync and may take more time. All subsequent replications will be
performed uging the block-based driver,
ST 2HBER016 1:25 AM
Duration: am 20:
Steps: Statis Duration  Diagho
Refreshing source machine Completed 127 AN im: -
Rever o snagshol Completed 21802016 1.27 AM 2HE2018 1.28 AW 40z
) Copy data 2132018 1:28 AM - &m 275 -
Diagnostics:
£
Duration; im 3s
Total Data Transhermed: 279 M8
Total Files Transferred: 453

Workizad Commands

ahigure Magration }-
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A.l

All

A.l1.2

Linux Distributions Supported by
Migrate

PlateSpin Migrate software includes pre-compiled versions of the bl kwat ch driver for many non-
debug Linux distributions (32-bit and 64-bit). This section includes the following information:

+ Section A.1, “Analyzing Your Linux Workload,” on page 185
+ Section A.2, “Pre-compiled “blkwatch” Driver Support (Linux Distros),” on page 186

Analyzing Your Linux Workload

Prior to determining whether PlateSpin Migrate has a bl kwat ch driver for your distribution, you need
to learn more about the kernel of your Linux workload so that you can use it as a search term against
the list of supported distributions. This section includes the following information:

+ Section A.1.1, “Determining the Release String,” on page 185
+ Section A.1.2, “Determining the Architecture,” on page 185

Determining the Release String

You can determine the release string of the kernel of your Linux workload by running the following
command at the workload’s Linux terminal:

uname -r
For example, if you run uname -r, you might see the following output:
3.0.76-0.11-defaul t

If you search the list of distributions, you see there are two entries that match this string:

¢ SLES11SP3-GA-3.0.76-0.11-defaul t-x86
¢ SLES11SP3-GA-3.0.76-0.11-defaul t-x86_64

The search results indicate that the product has drivers for both 32-bit (x86) and 64-bit (x86_64)
architectures.

Determining the Architecture

You can determine the architecture of your Linux workload by running the following command at the
workload'’s Linux terminal:

uname -m
For example, if you run uname - m you might see the following output:
x86_64

With this information, you can determine that the workload has 64-bit architecture.
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A.2 Pre-compiled “blkwatch” Driver Support (Linux
Distros)

Following is a list of non-debug Linux distributions for which Migrate has a bl kwat ch driver. You can
search the list to determine if the release string and architecture of your Linux workload kernel
matches a supported distribution in the list. If you find your release string and architecture, PlateSpin
Migrate has a pre-compiled version the bl kwat ch driver.

If your search is unsuccessful, you can create a custom bl kwat ch driver by following the steps found
in the Knowledgebase Article KB 7005873.

List Item Syntax
Each item in the list is formatted using the following syntax:
<Di st ro>- <Pat ch>- <Ker nel _Rel ease_Stri ng>- <Kernel _Architecture>

So, for a SLES 9 SP1 distribution with a kernel release string of 2. 6. 5- 7. 139- bi gsnp for 32-bit (x86)
architecture, the item is listed in a format like this:

SLES9- SP1- 2. 6. 5- 7. 139- bi gsnp- x86

List of Distributions

RHEL4- GA- 2. 6. 9- 5. EL- x86

RHEL4- GA- 2. 6. 9-5. EL- x86_64
RHEL4- GA- 2. 6. 9- 5. ELhugenem x86
RHEL4- GA- 2. 6. 9- 5. ELsnp- x86
RHEL4- GA- 2. 6. 9- 5. ELsnp- x86_64
RHEL4- Ul- 2. 6. 9- 11. EL- x86

RHEL4- Ul- 2. 6. 9- 11. EL- x86_64
RHEL4- Ul- 2. 6. 9- 11. ELhugenmem x86
RHEL4- Ul- 2. 6. 9- 11. ELsnp- x86
RHEL4- Ul- 2. 6. 9- 11. ELsnp- x86_64
RHEL4- U2- 2. 6. 9- 22. EL- x86

RHEL4- U2- 2. 6. 9- 22. EL- x86_64
RHEL4- U2- 2. 6. 9- 22. ELhugenmem x86
RHEL4- U2- 2. 6. 9- 22. ELsnp- x86
RHELA4- U2- 2. 6. 9- 22. ELsnp- x86_64
RHEL4- U3- 2. 6. 9- 34. EL- x86

RHEL4- U3- 2. 6. 9- 34. EL- x86_64
RHEL4- U3- 2. 6. 9- 34. ELhugenem x86
RHEL4- U3- 2. 6. 9- 34. ELI ar gesnp- x86_64
RHEL4- U3- 2. 6. 9- 34. ELsnp- x86
RHEL4- U3- 2. 6. 9- 34. ELsnp- x86_64
RHEL4- U4- 2. 6. 9- 42. EL- x86

RHEL4- U4- 2. 6. 9- 42. EL- x86_64
RHEL4- U4- 2. 6. 9- 42. ELhugenem x86
RHEL4- U4- 2. 6. 9- 42. ELI ar gesnp- x86_64
RHEL4- U4- 2. 6. 9- 42. ELsnp- x86
RHELA4- U4- 2. 6. 9- 42. ELsnp- x86_64
RHEL4- U5- 2. 6. 9- 55. EL- x86

RHEL4- U5- 2. 6. 9- 55. EL- x86_64
RHEL4- U5- 2. 6. 9- 55. ELhugenem x86
RHEL4- U5- 2. 6. 9- 55. ELI ar gesnp- x86_64
RHEL4- U5- 2. 6. 9- 55. ELsnp- x86
RHEL4- U5- 2. 6. 9- 55. ELsnp- x86_64
RHEL4- UG- 2. 6. 9- 67. EL- x86
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RHEL4- UG- 2. 6. 9- 67. EL- x86_64

RHEL4- UG- 2. 6. 9- 67. ELhugenmem x86
RHEL4- UG- 2. 6. 9- 67. ELI ar gesnp- x86_64
RHEL4- U6- 2. 6. 9- 67. ELsnp- x86

RHEL4- UG- 2. 6. 9- 67. ELsnp- x86_64
RHEL4- U7-2. 6. 9- 78. EL- x86

RHEL4- U7- 2. 6. 9- 78. EL- x86_64

RHEL4- U7- 2. 6. 9- 78. ELhugenmem x86
RHEL4- U7- 2. 6. 9- 78. EL| ar gesnp- x86_64
RHEL4- U7-2. 6. 9- 78. ELsnp- x86

RHEL4- U7- 2. 6. 9- 78. ELsnp- x86_64
RHEL4- U8- 2. 6. 9- 89. EL- x86

RHEL4- UB- 2. 6. 9- 89. EL- x86_64

RHEL4- U3- 2. 6. 9- 89. ELhugenmem x86
RHEL4- U3- 2. 6. 9- 89. EL| ar gesnp- x86_64
RHEL4- U8- 2. 6. 9- 89. ELsnp- x86

RHEL4- UB- 2. 6. 9- 89. ELsnp- x86_64
RHEL4- 9- 2. 6. 9- 100. EL- x86

RHEL4- U9- 2. 6. 9- 100. EL- x86_64

RHEL4- W9- 2. 6. 9- 100. ELhugenem x86
RHEL4- U9- 2. 6. 9- 100. ELI ar gesnp- x86_64
RHEL4- U9- 2. 6. 9- 100. ELsnp- x86

RHEL4- W9- 2. 6. 9- 100. ELsnp- x86_64
RHEL5- GA- 2. 6. 18- 8. el 5-x86

RHEL5- GA- 2. 6. 18- 8. el 5-x86_64

RHEL5- GA- 2. 6. 18- 8. el 5PAE- x86

RHEL5- Ul- 2. 6. 18- 53. el 5-x86

RHEL5- Ul- 2. 6. 18- 53. el 5-x86_64
RHEL5- UlL- 2. 6. 18- 53. el 5PAE- x86

RHEL5- U10- 2. 6. 18- 371. el 5-x86
RHEL5- U10- 2. 6. 18- 371. el 5- x86_64
RHEL5- U10- 2. 6. 18- 371. el 5PAE- x86

RHEL5- U9- 2. 6. 18- 348. el 5- x86_64
RHEL5- U9- 2. 6. 18- 348. el 5PAE- x86
RHEL5- UL1- 2. 6. 18- 398. el 5- x86
RHEL5- UL1- 2. 6. 18- 398. el 5- x86_64
RHEL5- UL1- 2. 6. 18- 398. el 5PAE- x86
RHEL6- GA- 2. 6. 32-71. el 6. i 686- x86

RHEL5- U2- 2. 6. 18- 92. el 5- x86
RHEL5- U2- 2. 6. 18- 92. el 5-x86_64
RHELS5- U2- 2. 6. 18- 92. el 5PAE- x86
RHEL5- U3- 2. 6. 18- 128. el 5-x86
RHEL5- U3- 2. 6. 18- 128. el 5- x86_64
RHEL5- U3- 2. 6. 18- 128. el 5PAE- x86
RHEL5- U4- 2. 6. 18- 164. el 5- x86
RHEL5- U4- 2. 6. 18- 164. el 5- x86_64
RHELS5- U4- 2. 6. 18- 164. el 5PAE- x86
RHEL5- Us- 2. 6. 18- 194. el 5- x86
RHEL5- Us- 2. 6. 18- 194. el 5- x86_64
RHEL5- Us- 2. 6. 18- 194. el 5PAE- x86
RHEL5- UG- 2. 6. 18- 238. el 5-x86
RHEL5- UG- 2. 6. 18- 238. el 5- x86_64
RHELS5- U6- 2. 6. 18- 238. el 5PAE- x86
RHEL5- U7- 2. 6. 18- 274. el 5- x86
RHEL5- U7- 2. 6. 18- 274. el 5- x86_64
RHEL5- U7- 2. 6. 18- 274. el 5PAE- x86
RHEL5- U3- 2. 6. 18- 308. el 5- x86
RHEL5- UB- 2. 6. 18- 308. el 5- x86_64
RHELS5- UB- 2. 6. 18- 308. el 5PAE- x86
RHEL5- U9- 2. 6. 18- 348. el 5- x86

6

6.
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RHEL6- GA- 2. 6. 32- 71. el 6. x86_64- x86_64
RHEL6- UL- 2. 6. 32-131. 0. 15. el 6. i 686- x86
RHEL6- Ul- 2. 6. 32-131. 0. 15. el 6. x86_64- x86_64
RHELG- U2- 2. 6. 32-220. el 6. i 686- x86
RHEL6- U2- 2. 6. 32- 220. el 6. x86_64- x86_64
RHEL6- U3- 2. 6. 32-279. el 6. i 686- x86
RHEL6- U3- 2. 6. 32-279. el 6. x86_64- x86_64
RHEL6- U4- 2. 6. 32- 358. el 6. i 686- x86
RHELG6- U4- 2. 6. 32- 358. el 6. x86_64- x86_64
RHELG6- U5- 2. 6. 32-431. el 6. i 686- x86
RHELG6- U5- 2. 6. 32-431. el 6. x86_64-x86_64
RHEL6- U6- 2. 6. 32-504. el 6. i 686- x86
RHELG6- UB- 2. 6. 32-504. el 6. x86_64- x86_64
RHEL6- UG- 2. 6. 32- 504. el 6PAE- x86

RHELG6- U7- 2. 6. 32-573. el 6. i 686- x86
RHELG- U7- 2. 6. 32-573. el 6. x86_64- x86_64
RHEL7- GA- 3. 10. 0- 123. el 7. x86_64- x86_64
RHEL7- Ul- 3. 10. 0- 229. el 7. x86_64- x86_64
RHEL7- U2- 3. 10. 0- 327. el 7. x86_64- x86_64
SLES10- GA- 2. 6. 16. 21- 0. 8- bi gsnp- x86
SLES10- GA- 2. 6. 16. 21- 0. 8- def aul t - x86
SLES10- GA- 2. 6. 16. 21- 0. 8- def aul t - x86_64
SLES10- GA- 2. 6. 16. 21- 0. 8- snp- x86
SLES10- GA- 2. 6. 16. 21- 0. 8- snp- x86_64
SLES10- GA- 2. 6. 16. 21- 0. 8- xen- x86
SLES10- GA- 2. 6. 16. 21- 0. 8- xen- x86_64
SLES10- GA- 2. 6. 16. 21- 0. 8- xenpae- x86
SLES10- SP1- 2. 6. 16. 46- 0. 12- bi gsnp- x86
SLES10- SP1- 2. 6. 16. 46- 0. 12- def aul t - x86
SLES10- SP1- 2. 6. 16. 46- 0. 12- def aul t - x86_64
SLES10- SP1- 2. 6. 16. 46- 0. 12- snp- x86
SLES10- SP1- 2. 6. 16. 46- 0. 12- snp- x86_64
SLES10- SP1- 2. 6. 16. 46- 0. 12- xen- x86
SLES10- SP1- 2. 6. 16. 46- 0. 12- xen- x86_64
SLES10- SP1- 2. 6. 16. 46- 0. 12- xenpae- x86
SLES10- SP2- 2. 6. 16. 60- 0. 21- bi gsnp- x86
SLES10- SP2- 2. 6. 16. 60- 0. 21- def aul t - x86
SLES10- SP2- 2. 6. 16. 60- 0. 21- def aul t - x86_64
SLES10- SP2- 2. 6. 16. 60- 0. 21- snp- x86
SLES10- SP2- 2. 6. 16. 60- 0. 21- snp- x86_64
SLES10- SP2- 2. 6. 16. 60- 0. 21- xen- x86
SLES10- SP2- 2. 6. 16. 6 21- xen- x86_64
SLES10- SP2-2. 6. 16. 6 21- xenpae- x86

SLES10- SP2_LTSS_U2-
SLES10- SP2_LTSS_U2-
SLES10- SP2_LTSS_

w2
SLES10- SP2_LTSS_U2-
U2_
w2

0- 0.

0- 0.
2.6.16.60-0.42. 54, 1- bi gsnp- x86
2.6.16.60-0.42.54. 1-def aul t - x86
2.6.16.60-0.42.54. 1-def aul t - x86_64
2.6.16.60-0.42.54. 1- snp- x86
SLES10- SP2_LTSS U2- 2. 6. 16. 60- 0. 42. 54. 1- snp- x86_64
SLES10- SP2_LTSS U2-2. 6. 16. 60-0. 42. 54. 1- xen- x86
SLES10- SP2_LTSS U2-2. 6. 16. 60- 0. 42. 54. 1- xen- x86_64
SLES10- SP2_LTSS U2- 2. 6. 16. 60- 0. 42. 54. 1- xenpae- x86
SLES10- SP3- 2. 6. 16. 60- 0. 54. 5- bi gsnp- x86

SLES10- SP3- 2. 6. 16. 60- 0. 54. 5-def aul t - x86

SLES10- SP3- 2. 6. 16. 60- 0. 54. 5-def aul t - x86_64
SLES10- SP3- 2. 6. 16. 60- 0. 54. 5- snp- x86

SLES10- SP3- 2. 6. 16. 60- 0. 54. 5- snp- x86_64

SLES10- SP3- 2. 6. 16. 60- 0. 54. 5- xen- x86

SLES10- SP3- 2. 6. 16. 60- 0. 54. 5- xen- x86_64

SLES10- SP3- 2. 6. 16. 60- 0. 54. 5- xenpae- x86

SLES10- SP3_LTSS Ul- 2. 6. 16. 60-0. 113. 1- bi gsnp- x86

o000

6
6
6
6
6
6
6
6
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SLES10- SP3_LTSS_
SLES10- SP3_LTSS_
SLES10- SP3_LTSS_

Ul- .60-0.113. 1-def aul t - x86

Ul-

Ul-
SLES10- SP3_LTSS Ul-

Ul-

Ul-

Ul-

.60-0. 113. 1- def aul t - x86_64
. 60-0. 113. 1- snp- x86

. 60-0. 113. 1- snp- x86_64

. 60-0. 113. 1- xen-x86
.60-0.113. 1- xen-x86_64
.60-0.113. 1- xenpae- x86

. 60-0. 123. 1- bi gsnp- x86

. 60-0. 123. 1- def aul t - x86

. 60-0. 123. 1-def aul t - x86_64
. 60-0. 123. 1- snp- x86

. 60-0. 123. 1- snp- x86_64

. 60-0. 123. 1- xen- x86

. 60-0. 123. 1- xen- x86_64

. 60-0. 123. 1- xenpae- x86

SLES10- SP3_LTSS_
SLES10- SP3_LTSS_

SLES10- SP3_LTSS_

SLES10- SP3_LTSS_U2-
SLES10- SP3_LTSS U2-
SLES10- SP3_LTSS U2-
SLES10- SP3_LTSS_U2-
SLES10- SP3_LTSS_U2-
SLES10- SP3_LTSS_U2- 2.
SLES10- SP3_LTSS_U2- 2.
SLES10- SP3_LTSS_U2- 2.

2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.
2.

PR RRRPRRRPEPEPRPRERRERRRR
DD OO O

SLES10- SP4- 2. 6. 16. 60- 0. 85. 1- bi gsnp- x86
SLES10- SP4- 2. 6. 16. 60- 0. 85. 1- def aul t - x86
SLES10- SP4- 2. 6. 16. 60- 0. 85. 1- def aul t - x86_64
SLES10- SP4- 2. 6. 16. 60- 0. 85. 1- snp- x86
SLES10- SP4- 2. 6. 16. 60- 0. 85. 1- snp- x86_64
SLES10- SP4- 2. 6. 16. 60- 0. 85. 1- xen- x86
SLES10- SP4- 2. 6. 16. 60- 0. 85. 1- xen- x86_64
SLES10- SP4- 2. 6. 16. 60- 0. 85. 1- xenpae- x86

SLES10- SP4_LTSS_UL- 2.
SLES10- SP4_LTSS_UL- 2.
SLES10- SP4_LTSS_UL- 2
SLES10- SP4_LTSS UL- 2
SLES10- SP4_LTSS UL- 2
SLES10- SP4_LTSS_UL- 2.
SLES10- SP4_LTSS_UL- 2.
SLES10- SP4_LTSS_UL- 2.
SLES10- SP4_LTSS_W2- 2.
SLES10- SP4_LTSS_U2- 2.
SLES10- SP4_LTSS_U2- 2.
SLES10- SP4_LTSS_W2- 2.
SLES10- SP4_LTSS_U2- 2.
SLES10- SP4_LTSS_U2- 2.
SLES10- SP4_LTSS_U2- 2.
SLES10- SP4_LTSS_W2- 2.

. 60-0. 105. 1- bi gsnp- x86

. 60-0. 105. 1- def aul t - x86

. 60-0. 105. 1- def aul t - x86_64
. 60-0. 105. 1- snp- x86

. 60-0. 105. 1- snp- x86_64

. 60-0. 105. 1- xen-x86

. 60-0. 105. 1- xen- x86_64

. 60- 0. 105. 1- xenpae- x86

. 60-0. 107. 1- bi gsnp- x86

. 60-0. 107. 1- def aul t - x86

. 60-0. 107. 1- def aul t - x86_64
. 60-0. 107. 1- snp-x86

. 60-0.107. 1- snp-x86_64

. 60- 0. 107. 1- xen- x86

. 60-0. 107. 1- xen- x86_64

. 60-0. 107. 1- xenpae- x86

2 220NN NN NN R YRR RO PP PP PPN PP OPPPPPOOO00OO0PPNDNPOPDIDOOP DD D
PRRPRPEPRPEPRRPEPRPERLRERER
[e) el e)le)Ne)lerlNe)lerlNer e e ler el er e INe)]

SLES10- SP4_UW4- 2. 6. 16. 60- 0. 93. 1- bi gsnp- x86
SLES10- SP4_U4- 2. 6. 16. 60- 0. 93. 1- def aul t - x86
SLES10- SP4_U4- 2. 6. 16. 60- 0. 93. 1- def aul t - x86_64
SLES10- SP4_W4- 2. 6. 16. 60- 0. 93. 1- snp- x86
SLES10- SP4_W4- 2. 6. 16. 60- 0. 93. 1- snp- x86_64
SLES10- SP4_W4- 2. 6. 16. 60- 0. 93. 1- xen- x86
SLES10- SP4_W4- 2. 6. 16. 60- 0. 93. 1- xen- x86_64
SLES10- SP4_W4- 2. 6. 16. 60- 0. 93. 1- xenpae- x86
SLES10- SP4_U5- 2. 6. 16. 60- 0. 97. 1- bi gsnp- x86
SLES10- SP4_U5- 2. 6. 16. 60- 0. 97. 1- def aul t - x86
SLES10- SP4_U5- 2. 6. 16. 60- 0. 97. 1- def aul t - x86_64
SLES10- SP4_U5- 2. 6. 16. 60- 0. 97. 1- snp- x86
SLES10- SP4_Us- 2. 6. 16. 60- 0. 97. 1- snp- x86_64
SLES10- SP4_U5- 2. 6. 16. 60- 0. 97. 1- xen- x86
SLES10- SP4_U5- 2. 6. 16. 60- 0. 97. 1- xen- x86_64
SLES10- SP4_U5- 2. 6. 16. 60- 0. 97. 1- xenpae- x86
SLES10- SP4_U6G- 2. 6. 16. 60- 0. 99. 1- bi gsnp- x86
SLES10- SP4_U6G- 2. 6. 16. 60- 0. 99. 1- def aul t - x86
SLES10- SP4_U6G- 2. 6. 16. 60- 0. 99. 1- def aul t - x86_64
SLES10- SP4_U6- 2. 6. 16. 60- 0. 99. 1- snp- x86
SLES10- SP4_U6G- 2. 6. 16. 60- 0. 99. 1- snp- x86_64
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SLES10- SP4_U6- 2. 6. 16. 60- 0. 99. 1- xen- x86
SLES10- SP4_U6G- 2. 6. 16. 60- 0. 99. 1- xen- x86_64
SLES10- SP4_U6G- 2. 6. 16. 60- 0. 99. 1- xenpae- x86
SLES10- SP4_U7- 2. 6. 16. 60- 0. 101. 1- bi gsnp- x86
SLES10- SP4_U7- 2. 6. 16. 60- 0. 101. 1- def aul t - x86
SLES10- SP4_U7- 2. 6. 16. 60- 0. 101. 1- def aul t - x86_64
SLES10- SP4_U7- 2. 6. 16. 60- 0. 101. 1- snp- x86
SLES10- SP4_U7- 2. 6. 16. 60- 0. 101. 1- snp- x86_64
SLES10- SP4_U7- 2. 6. 16. 60- 0. 101. 1- xen- x86
SLES10- SP4_U7- 2. 6. 16. 60- 0. 101. 1- xen- x86_64
SLES10- SP4_Ur- 2. 6. 16. 60- 0. 101. 1- xenpae- x86
SLES10- SP4_U8- 2. 6. 16. 60- 0. 103. 1- bi gsnp- x86
SLES10- SP4_U8- 2. 6. 16. 60- 0. 103. 1- def aul t - x86
SLES10- SP4_U8- 2. 6. 16. 60- 0. 103. 1-def aul t - x86_64
SLES10- SP4_U8- 2. 6. 16. 60- 0. 103. 1- snp- x86
SLES10- SP4_U8- 2. 6. 16. 60- 0. 103. 1- snp- x86_64
SLES10- SP4_U8- 2. 6. 16. 60- 0. 103. 1- xen- x86
SLES10- SP4_U8- 2. 6. 16. 60- 0. 103. 1- xen- x86_64
SLES10- SP4_U8- 2. 6. 16. 60- 0. 103. 1- xenpae- x86
SLES11- GA- 2. 6. 27. 19- 5-def aul t - x86

SLES11- GA- 2. 6. 27. 19- 5-def aul t - x86_64
SLES11- GA- 2. 6. 27. 19- 5- pae- x86

SLES11- SP1-2. 6. 32. 12-0.
SLES11- SP1-2. 6. 32. 12-0.

6- def aul t - x86
6- def aul t - x86_64

SLES11- SP1- 2. 6. 32. 12- 0. 6- pae- x86
SLES11- SP1_LTSS UL- 2. 6. 32. 59- 0. 9- def aul t - x86
SLES11- SP1_LTSS Ul- 2. 6. 32. 59- 0. 9- def aul t - x86_64
SLES11- SP1_LTSS Ul- 2. 6. 32. 59- 0. 9- pae- x86
SLES11- SP1_LTSS U2- 2. 6. 32. 59- 0. 13- def aul t - x86
SLES11- SP1_LTSS_U2- 2. 6. 32. 59- 0. 13- def aul t - x86_64
SLES11- SP1_LTSS_U2- 2. 6. 32. 59- 0. 13- pae- x86
SLES11- SP1_U14- 2. 6. 32. 54- 0. 3- def aul t - x86
SLES11- SP1_Ul14- 2. 6. 32. 54- 0. 3- def aul t - x86_64
SLES11- SP1_U14- 2. 6. 32. 54- 0. 3- pae- x86

SLES11- SP1_UL5- 2. 6. 32. 59- 0. 3- def aul t - x86
SLES11- SP1_UL5- 2. 6. 32. 59- 0. 3- def aul t - x86_64
SLES11- SP1_UL5- 2. 6. 32. 59- 0. 3- pae- x86

SLES11- SP1_U16- 2. 6. 32. 59- 0. 7- def aul t - x86
SLES11- SP1_U16- 2. 6. 32. 59- 0. 7- def aul t - x86_64
SLES11- SP1_U16- 2. 6. 32. 59- 0. 7- pae- x86

SLES11SP2- GA- 3. 0. 13- 0. 27- def aul t - x86

SLES11SP2- GA- 3. 0. 13- 0. 27- def aul t - x86_64
SLES11SP2- GA- 3. 0. 13- 0. 27- pae- x86

SLES11SP2- GA- 3. 0. 13- 0. 27- xen- x86

SLES11SP2- GA- 3. 0. 13- 0. 27- xen- x86_64

SLES11SP2- LTSS _UL- 3. 0. 101- 0. 7. 19- def aul t - x86
SLES11SP2- LTSS_UL- 3. 0. 101- 0. 7. 19- def aul t - x86_64
SLES11SP2- LTSS_UL- 3. 0. 101- 0. 7. 19- pae- x86
SLES11SP2- LTSS_UL- 3. 0. 101- 0. 7. 19- xen- x86
SLES11SP2- LTSS _UL- 3. 0. 101- 0. 7. 19- xen- x86_64
SLES11SP2- LTSS_U2- 3. 0. 101- 0. 7. 21- def aul t - x86
SLES11SP2- LTSS_U2- 3. 0. 101- 0. 7. 21- def aul t - x86_64
SLES11SP2- LTSS_U2- 3. 0. 101- 0. 7. 21- pae- x86
SLES11SP2- LTSS_U2- 3. 0. 101- 0. 7. 21- xen- x86
SLES11SP2- LTSS_U2- 3. 0. 101- 0. 7. 21- xen- x86_64
SLES11SP2- UL- 3. 0. 26- 0. 7- def aul t - x86
SLES11SP2- UL- 3. 0. 26- 0. 7- def aul t - x86_64
SLES11SP2- Ul- 3. 0. 26- 0. 7- pae- x86

SLES11SP2- UL- 3. 0. 26- 0. 7- xen- x86

SLES11SP2- UL- 3. 0. 26- 0. 7- xen- x86_64
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SLES11SP2- U10- 3.
SLES11SP2- U10- 3.
SLES11SP2- U10- 3.
SLES11SP2- U10- 3.
SLES11SP2- U10- 3.
SLES11SP2- Ul1- 3.
SLES11SP2- Ul1- 3.
SLES11SP2- Ul1- 3.
SLES11SP2- Ul1- 3.
SLES11SP2- Ul1- 3.
SLES11SP2- U12- 3.
SLES11SP2- U12- 3.
SLES11SP2- U12- 3.
SLES11SP2- U12- 3.
SLES11SP2- U12- 3.
SLES11SP2- U13- 3.
SLES11SP2- U13- 3.
SLES11SP2- U13- 3.
SLES11SP2- U13- 3.
SLES11SP2- U13- 3.
SLES11SP2- U14- 3.
SLES11SP2- U14- 3.
SLES11SP2- U14- 3.
SLES11SP2- U14- 3.
SLES11SP2- U14- 3.
SLES11SP2- U15- 3.
SLES11SP2- U15- 3.
SLES11SP2- U15- 3.
SLES11SP2- U15- 3.
SLES11SP2- U15- 3.
SLES11SP2- Ul6- 3.
SLES11SP2- Ul16- 3.
SLES11SP2- Ul16- 3.
SLES11SP2- Ul16- 3.
SLES11SP2- U16- 3.
SLES11SP2- Ul17- 3.
SLES11SP2- U17- 3.
SLES11SP2- Ul17- 3.
SLES11SP2- Ul17- 3.
SLES11SP2- Ul17- 3.

SLES11SP2- U2- 3.
SLES11SP2- U2- 3.
SLES11SP2- U2- 3.
SLES11SP2- U2- 3.
SLES11SP2- U2- 3.
SLES11SP2- U3- 3.
SLES11SP2- U3- 3.
SLES11SP2- U3- 3.
SLES11SP2- U3- 3.
SLES11SP2- U3- 3.
SLES11SP2- U4- 3.
SLES11SP2- U4- 3.
SLES11SP2- U4- 3.
SLES11SP2- U4- 3.
SLES11SP2- U4- 3.
SLES11SP2- Us- 3.
SLES11SP2- Us- 3.
SLES11SP2- Us- 3.
SLES11SP2- Us- 3.
SLES11SP2- Us- 3.

COOOOO000000000000000

OO 0000000000000 0000000000000000000000000

80-0
80-0
80-0
80-0
80-0
80-0
80-0
80-0
80-0
80-0
93-0
93-0
93-0
93-0
93-0
101-
101-
101-
101-
101-
101-
101-
101-
101-
101-
101-
101-
101-
. 101-
101-

.31-0.

31-0.
31-0.
31-0.
31-0.
34-0.
34-0.
34-0.
34-0.
34-0.
38-0.
38-0.
38-0.
38-0.
38-0.
42-0.
42-0.
42-0.
42-0.
42-0.

74-0.
74-0.
74-0.
74-0.
74-0.
74-0.
74-0.
74-0.
74-0.
74-0.

. 8-defaul t-x86

. 8-defaul t-x86_64
. 8- pae-x86

. 8- xen-x86

. 8-xen-x86_64

10- def aul t - x86

. 10-def aul t - x86_64
. 10- pae-x86

. 10- xen- x86

. 10- xen- x86_64

. 5-defaul t-x86

. 5-defaul t-x86_64

. 5- pae-x86

. 5-xen-x86

. 5-xen-x86_64

. 7-def aul t - x86

. 7-defaul t - x86_64

. 7- pae- x86

. 7- xen-x86

. 7-xen-x86_64

. 5-defaul t-x86
.5-defaul t-x86_64

. 5- pae-x86

. 5- xen-x86

. 5-xen-x86_64
0.5-defaul t - x86
0.5-defaul t-x86_64
0. 5- pae- x86

0. 5-xen- x86

0. 5-xen- x86_64

0. 7.15-def aul t - x86
0.
0.
0.
0.
0.
0.
0.7.17-pae-x86
0.7.17-xen-x86
0.7.17-xen-x86_64
9- def aul t - x86
9-def aul t - x86_64
9- pae- x86

9- xen-x86

9- xen-x86_64
7-def aul t - x86
7-def aul t - x86_64
7- pae-x86

7- xen-x86

7- xen-x86_64
5-def aul t - x86
5-def aul t - x86_64
5- pae-x86

5- xen-x86

5- xen-x86_64
7-def aul t - x86
7-defaul t - x86_64
7- pae-x86
7-xen-x86
7-xen-x86_64

. 15- pae-x86
. 15- xen- x86
. 15-xen-x86_64
.17-def aul t - x86

NN N NN NN

. 15-def aul t - x86_64

.17-def aul t - x86_64
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192

SLES11SP2- UG-
SLES11SP2- UG-
SLES11SP2- UG-
SLES11SP2- UG-
SLES11SP2- Us-
SLES11SP2- U7-
SLES11SP2- U7-
SLES11SP2- U7-
SLES11SP2- U7-
SLES11SP2- U7-
SLES11SP2- U8-

SLES11SP2- U8-
SLES11SP2- U8-
SLES11SP2- UB-
SLES11SP2- W9-
SLES11SP2- U9-
SLES11SP2- U9-
SLES11SP2- U9-
SLES11SP2- W9-
SLES11SP3- GA-
SLES11SP3- GA-
SLES11SP3- GA-

SLES11SP3- GA- 3.
SLES11SP3- GA- 3.
SLES11SP3- Ul- 3.
SLES11SP3- Ul- 3.
SLES11SP3- Ul- 3.
SLES11SP3- Ul- 3.
SLES11SP3- UL- 3.
SLES11SP3- U2- 3.
SLES11SP3- U2- 3.
SLES11SP3- U2- 3.
SLES11SP3- U2- 3.
SLES11SP3- U2- 3.
SLES11SP3- U3- 3.
SLES11SP3- U3- 3.
SLES11SP3- U3- 3.
SLES11SP3- U3- 3.
SLES11SP3- U3- 3.
SLES11SP3- U4- 3.
SLES11SP3- U4- 3.
SLES11SP3- U4- 3.
SLES11SP3- U4- 3.
SLES11SP3- U4- 3.
SLES11SP3- Us- 3.
SLES11SP3- Us- 3.
SLES11SP3- Us- 3.
SLES11SP3- Us- 3.
SLES11SP3- Us- 3.
SLES11SP3- UG- 3.
SLES11SP3- U6- 3.
SLES11SP3- U6- 3.
SLES11SP3- UG- 3.
SLES11SP3- UG- 3.
SLES11SP3- U7- 3.
SLES11SP3- U7- 3.
SLES11SP3- U7- 3.
SLES11SP3- U7- 3.
SLES11SP3- U7- 3.

3
3
3
3
3
3
3
3
3
3
3.
SLES11SP2- U8- 3.
3
3
3
3
3
3
3
3
3
3
3

OO OO OO0 OO0 00000000000000000000000000000000000000000000000000

51-0.
51-0.
51-0.
51-0.
51-0.
58-0.
58-0.
58-0.
58-0.
58-0.
58-0.
58-0.
58-0.
58-0.
58-0.
74-0.
74- 0.
74-0.
74-0.
74-0.
76-0.
76-0.
76- 0.
76-0.
76-0.
82-0.
82-0.
82-0.
82-0.
82-0.
93-0.
93-0.
93-0.
93-0.
93-0.

. 9-def aul t-x86
.9-defaul t-x86_64
. 9- pae- x86

. 9-xen- x86

. 9-xen-x86_64

. 2-defaul t-x86
.2-defaul t-x86_64
. 2- pae- x86

. 2- Xen- x86

. 2-xen-x86_64

. 6-defaul t-x86

. 6-defaul t-x86_64
. 6- pae- x86

. 6- xen- x86

. 6-xen-x86_64

. 6-defaul t-x86

. 6-defaul t - x86_64
. 6- pae- x86

. 6- xen- x86

6. 6- xen- x86_64
11-defaul t -x86
11-defaul t -x86_64
11- pae-x86

11- xen-x86

11- xen-x86_64
7-def aul t - x86
7-def aul t - x86_64
7- pae-x86
7-xen-x86

7- xen-x86_64

8- def aul t - x86

8- def aul t - x86_64
8- pae-x86

8- xen-x86

8- xen-x86_64

(o2 e)Ne)le)NeNerlerlerNeriNerNerler e B NEN RN B NECN|

101-0. 8-def aul t - x86
101-0. 8-defaul t -x86_64
101- 0. 8- pae- x86

101- 0. 8- xen- x86

101- 0. 8- xen-x86_64

101- 0. 15-def aul t - x86
101- 0. 15-def aul t - x86_64
101- 0. 15- pae- x86

101- 0. 15- xen- x86

101- 0. 15- xen-x86_64
101-0. 21-def aul t - x86
101- 0. 21-def aul t - x86_64
101- 0. 21- pae- x86

101- 0. 21- xen- x86

101- 0. 21- xen- x86_64
101- 0. 29-def aul t - x86
101- 0. 29-def aul t - x86_64
101- 0. 29- pae- x86

101- 0. 29- xen- x86

101- 0. 29- xen-x86_64
101-0. 31-def aul t - x86
101-0. 31-def aul t - x86_64
101- 0. 31- pae- x86

.101- 0. 31- xen- x86
. 101- 0. 31- xen-x86_64
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SLES11SP3- U8-
SLES11SP3- U8-
SLES11SP3- UB-
SLES11SP3- UB-

SLES11SP3- U8- 3.
SLES11SP4- GA- 3.
SLES11SP4- GA- 3.
SLES11SP4- GA- 3.
SLES11SP4- GA- 3.
SLES11SP4- GA- 3.
SLES11SP4- Ul- 3.
SLES11SP4- UL- 3.
SLES11SP4- UL- 3.
SLES11SP4- Ul- 3.
SLES11SP4- U1- 3.
SLES11SP4- U2- 3.
SLES11SP4- U2- 3.
SLES11SP4- U2- 3.
SLES11SP4- U2- 3.

3
3.
3.
3

NNNNNOOOOOOO0000000000000

. 101- 0. 35-def aul t - x86
.101- 0. 35-def aul t - x86_64
. 101- 0. 35- pae- x86

101- 0. 35- xen- x86
101- 0. 35- xen- x86_64
101- 63-def aul t - x86

.101- 63-def aul t - x86_64

101- 63- pae- x86
101- 63- xen- x86
101- 63- xen- x86_64

. 101- 65-def aul t - x86
. 101- 65-def aul t - x86_64

101- 65- pae- x86
101- 65- xen- x86
101- 65- xen- x86_64
101- 68- def aul t - x86

.101- 68-defaul t -x86_64

101- 68- pae- x86
101- 68- xen-x86

SLES11SP4- U2- 3. 0. 101- 68- xen- x86_64
SLES9- GA- 2. 6. 5- 7. 97- bi gsnp- x86
SLES9- GA- 2. 6. 5- 7. 97-def aul t - x86
SLES9- GA- 2. 6. 5-7.97-def aul t - x86_64
SLES9- GA- 2. 6. 5- 7. 97- snp- x86

SLES9- GA-2. 6. 5-7.97- snp-x86_64
SLES9- SP1- 2. 6. 5- 7. 139- bi gsnp- x86
SLES9- SP1- 2. 6. 5- 7. 139- def aul t - x86
SLES9- SP1- 2. 6. 5- 7. 139- def aul t - x86_64
SLES9- SP1- 2. 6. 5- 7. 139- snp- x86

SLES9- SP1- 2. 6. 5- 7. 139- snp- x86_64
SLES9- SP2- 2. 6. 5- 7. 191- bi gsnp- x86
SLES9- SP2- 2. 6. 5-7.191- def aul t - x86
SLES9- SP2- 2. 6. 5-7.191- def aul t - x86_64
SLES9- SP2- 2. 6. 5- 7. 191- snp- x86

SLES9- SP2- 2. 6. 5- 7. 191- snp- x86_64
SLES9- SP3- 2. 6. 5- 7. 244- bi gsnp- x86
SLES9- SP3- 2. 6. 5- 7. 244- def aul t - x86
SLES9- SP3- 2. 6. 5- 7. 244- def aul t - x86_64
SLES9- SP3- 2. 6. 5- 7. 244- snp- x86

SLES9- SP3- 2. 6. 5- 7. 244- snp- x86_64
SLES9- SP4- 2. 6. 5- 7. 308- bi gsnp- x86
SLES9- SP4- 2. 6. 5- 7. 308- def aul t - x86
SLES9- SP4- 2. 6. 5- 7. 308- def aul t - x86_64
SLES9- SP4- 2. 6. 5- 7. 308- snp- x86

SLES9- SP4- 2. 6. 5- 7. 308- snp- x86_64
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B.1

B.2

Using the PlateSpin Migrate
Command Line Interface

The PlateSpin Migrate Client installation includes a command line interface (CLI) tool to help you
perform common migrations tasks. Conversion jobs using .ini files is supported onto VMware and
Hyper-V targets only. Using this tool, you can

*

*

*

Discover and subsequently refresh a host or target server to populate the Migrate Server with
server information.

Migrate (also known as "convert") heterogeneous workloads across x86 server and desktop
infrastructure in the data center.

Prepare the target host for its new workload and then, after a conversion, synchronize the host
and the target.

Install an image server, capture an image, deploy an image, or incrementally migrate an image.
Check the status of a job as it is running, and if necessary, abort it.

This section includes information that can help you use the CLI effectively. The content includes:

*

*

*

Section B.1, “Where Is the Tool Located?,” on page 195
Section B.2, “Before You Use the Tool,” on page 195
Section B.3, “Configurable .ini Files (Jobs) You Can Use with the Tool,” on page 198

Where Is the Tool Located?

The CLlI tool, Pl at eSpi n. M gr at e. Consol e. exe, is installed with the PlateSpin Migrate Client at the
following location:

¢ 32-bit host: C:\Program Fil es\ Pl ateSpin Mgrate

C i ent\ ConmandLi ne\ Pl at eSpi n. M gr at e. Consol e. exe

¢ 64-bit host: C:\ Program Fi |l es(x86)\ Pl ateSpin Mgrate

C i ent\ CommandLi ne\ Pl at eSpi n. M gr at e. Consol e. exe

Before You Use the Tool

This section includes the following information:

+ Section B.2.1, “Pre-configuring the Migrate Server Values for CLI,” on page 196

¢ Section B.2.2, “Becoming Familiar with the Commands,” on page 196
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B.2.1

B.2.2

Pre-configuring the Migrate Server Values for CLI

Before you begin using the command line utility, you need to make sure that the Migrate Server is
properly configured. You can check the configuration in the Pl at eSpi n. M gr at e. Consol e. confi g
file, located in the same path as the command line utility. After the Migrate installation, the following
confi g file should already be populated with values.

<?xm version="1.0" encodi ng="utf-8 ?>"
<configuration>
<appSettings>
<add key="M grateServer URL" val ue="https://|ocal host/PlateSpinMgrate/"/>
<add key="Server Domai n" val ue=""/>
<add key="psuser" val ue="adm nistrator"/>
<add key="pspassword" val ue="encoded_password"/>
<add key ="encoded" val ue="yes"/>
</ appSettings>
</ configuration>

The tool uses these values as it executes commands. You need to reconcile the values in the file with
the settings for the Migrate Server with which you want to connect.

The value for the pspasswor d key is blank by default and you must specify an encoded password as
the value. To encode the password, use the encode command. For more information about
commands, see Section B.2.2, “Becoming Familiar with the Commands,” on page 196.

If you choose to provide encoded passwords for source workload and target container, set the value
for the encoded key in the following line of the Pl at eSpi n. M gr at e. Consol e. confi g file to yes,
otherwise set value to no.

<add key ="encoded" val ue="no"/>

Becoming Familiar with the Commands

You can display the commands supported in the tool by running it with the Hel p option or with the ?
option from the command prompt, like this:

C\Program Fil es\Pl ateSpin Mgrate
C i ent\ CommandLi ne>Pl at eSpi n. M gr at e. Consol e. exe Hel p

The tool displays a matrix that includes information similar to what is included in the following table:

Table B-1 Commands available from the Migrate CLI tool

Command Description

run Runs a configured . i ni file as a scheduled job. When the you add the / wai t =no
parameter and the job starts to run, its Job ID is displayed in the interface.

query Runs a query on the job (when you specify a Job ID) to display its current status.

di scover Runs an operation that inventories the details of a supported workload or target
computer in preparation for a migration or “conversion” job.

refresh Refreshes a discovered server.
unDi scover Undiscovers a server.
i mageserver Performs imaging operations on a workload (that is, install server, uninstall server,

update tools) on a server.
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Command Description

abort Aborts a scheduled job.
l'i censel nfo Displays the license information of the migrate server.
serversync Prepares the server for the Server Sync operation and then runs a serversync job using

the configuration file.
encode Encodes the text input or the data in the text file.

nmassdi scover Performs mass discovery of source workloads and targets. The discovered workloads
and targets are displayed both in the PlateSpin Migrate Client and the PlateSpin
Migrate Web Interface

To mass discover workloads and targets, you must first list the workloads and targets
that you want to discover in a CSV file. To create this CSV file, refer to the sample CSV
file located at\ Pl at eSpin M grate dient\ ComrandLi ne\ Sanpl e

I NI\ MassDi scovery. csv.

When you run any of these commands, you must include its required parameter(s) in the command
line. You can also include some optional parameters, when needed. For example, savej ob=
parameter saves the job in default location.

To display a list of these parameters at the command prompt, run the command without any
parameter. For example, if you run the di scover command without parameters, like this:

C.\Program Fil es\Pl ateSpin Mgrate
C i ent\ CommandLi ne>Pl at eSpi n. M gr at e. Consol e. exe di scover

the command line interface displays these following:

[ di scover] di scovers a server
Requi red Paraneters:

/ machi neAddr ess= nmachi ne address to di scover

/ user Nanme= the username to use

/ passwor d= the password to use

/type= type like windows, |inux,vmiare_esx,vmiare_vcenter

Optional Paraneters:

/ net wor k= network nanme to connect to

/ addr ess= server address to connect to

/ psuser = Usernane used for accessing PlateSpin Mgrate server as
user different fromthe one | ogged on this conputer

/ pspasswor d= Password used for accessing Platespin Mgrate server for
the user different fromthe one | ogged on this conputer

[wait = wait for conpletion of job [yes, no]

/ cl ust er Name= clusternane to be discovered

/ ver bose= verbose node for output [on, off]

/ out put = the output file

/format = the ouptput format to display in [text,htm, xm]

/'ssl certificatewarnings= Wiether to Ignore or Enforce SSL Certificate

War ni ngs [ gnore| Enforce]

NOTE: You should become familiar with the different CLI commands and their respective required
and optional parameters.

Using the PlateSpin Migrate Command Line Interface 197



B.3

Command Line Syntax

If you were to run the discover command (which is also a job), you would use a syntax similar to this
example, at the command prompt:

C.:\Program Fil es\Pl ateSpin Mgrate

C i ent\ CommandLi ne>Pl at eSpi n. M gr at e. Consol e. exe di scover /

machi neaddr ess=10. 10. 8. 100 / user name=admni ni strator /password=password /
t ype=wi ndows /wai t=no

Note that all required parameters and one optional parameter are included in this example.
When the discover command (job) starts, the CLI tool displays its job ID, similar to this example:
8beB8d306- 7665- 4869- 9795- a9dbb3cel471

You can leverage this ID to learn the status of the job, just by using the query command, like this:

C.\Program Fil es\Pl ateSpin Mgrate
C i ent\ ConmandLi ne>Pl at eSpi n. M gr at e. Consol e. exe query /i d=8be8d306- 7665- 4869-
9795- a9dbb3cel471

The query command yields a status report that includes all of the details of the job. This is the same
kind of information you might see from the Migrate Client Jobs view.

Configurable .ini Files (Jobs) You Can Use with
the Tool

When you install the PlateSpin Migrate Client, the installation creates a separate directory for a
number of preconfigured jobs (actually, .ini files) that can do the following:

+ Workload conversion (that is, a migration operation)

+ Server Sync

+ Imaging capture and deployment of image target
You execute a job by using the r un command at the command line. The values in the files are the
optional parameters that run along with the job. Each of these functions has a “default” . i ni file
version that runs with basic settings, and one or more “platform-specific” . i ni file(s) that run with
custom settings:

¢ Conversion-Default.ini

¢ Conver si on- W ndows. i ni (customized)

¢ Conver si on- Li nux. i ni (customized)

¢ Server Sync-Defaul t.ini

¢ Server Sync- Wndows. i ni (customized)

¢ Server Sync- Li nux. i ni (customized)

¢ Capturel nage-Defaul t.ini

¢ Capturel mage.ini (customized)

+ Depl oyl mage- Def aul t. i ni

¢ Depl oyl mage. i ni (customized)

¢ Increnental | magi ng- Def aul t. i ni

¢ Increnental | magi ng. i ni (customized)
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B.3.1

This section includes more details about these jobs in the following subsections:

¢ Section B.3.1, “Conversion Jobs,” on page 199
+ Section B.3.2, “ServerSync Jobs,” on page 206
+ Section B.3.3, “Imaging Jobs,” on page 210

Conversion Jobs

The CLI tool supports converting Windows and Linux workloads (source) to Hyper-V, vCenter, or ESX
servers (target). There are two types of . i ni files, one for a basic job configuration, and one for
custom configurations. While the job is running you can abort the job or check its status.

Before you start a conversion job, make sure you run the di scover command on the source
computer and then on the target container. The following is example syntax for running the discover
command:

di scover /nmachi neaddress=10. 10. 10. 10 / user nane=admi ni strator /
passwor d=anyt hi ng@23 /type=vmar e_vcent er

The tables in this section are named by the respective conversion jobs . i ni files they represent. The
table contents include the file section names within the . i ni and the available settings you can
configure according to your conversion needs:

IMPORTANT: For conversions to Hyper-V Generation 1 or BIOS machines, you must ensure that the
boot volume is always mapped to Disk1 irrespective of the number of disks on the target machine.
So, inthe .ini file, you must ensure that the MapTo= setting in the [ Vol une] section that has

Vol umeToCopy mapped to boot volume is set to Disk1.

Sample of the settings in Conver si on- W ndows. i ni file:
[ Vol unel]

Vol umeToCopy=boot _vol urme

FreeSpace=

MapTo=Di skl

[ Vol une2]

Vol umeToCopy=non_boot _vol urme

FreeSpace=

MapTo=Di sk2

Conversion-Default.ini

Table B-2 Details of Conver si on-Defaul t.ini

File Sections and Default Comment

Settings

[ Type]

Conver si on=x2V {required} This value must be used for every conversion.
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File Sections and Default
Settings

Comment

[ JobConfi g]

Def aul t =t rue

[ Sour ce]

Addr ess= {required} Specify an IP address for the source workload.

User Name= {required} Specify a username credential for the source workload.
Passwor d= {required} Specify a password credential for the source workload.

TakeControl =stati c/ dhcp

{conditional} Use this value only if the source is WINXP, Win2k3, Windows
2000. Otherwise, it is not required.

TakeCont r ol Addr ess=

Subnet Mask=

Def aul t Gat eway=

DNS=

[ Tar get Cont ai ner]]

Addr ess=

{required} Specify the IP address for the target container depending on how
it is discovered.

For example:

+ [f ESX is discovered, specify the IP Address of the ESX irrespective of
whether the ESX is discovered via VCenter or via Direct ESX
discovery.

+ If Hyper-V is discovered, specify the Hyper-V IP Address.

User Nanme=

{required} Specify the username for the target container depending on how
it is discovered.

For example:

+ [|f ESX s discovered via VCenter, specify the vCenter username.

+ |f ESX is discovered via Direct ESX discovery, specify the ESX root
username.

+ If Hyper-V is discovered, specify the Hyper-V username.

Passwor d=

{required} Specify the password for the target container depending on how it
is discovered. For example:
+ |f ESX is discovered via VCenter, specify the vCenter password.

+ |If ESXis discovered via Direct ESX discovery, specify the ESX root
password.

* If Hyper-V is discovered, specify the Hyper-V password.

[ NewMachi ne]

Di spl ayNane=

{required} Specify the name you want to display in the target container
console.

Host Nane=

{required} Hostname of the target machine.
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Conversion-Windows.ini

You can skip system volume.

Table B-3 Details of Conver si on- W ndows. i ni

File Sections and Default Settings

Comment

[ Type]

Conver si on=X2V

{required} This value must be used for every
conversion.

[ JobConfi g]

Def aul t =f al se

[ Transfer]

Tr ansf er Type=VSSFi | eBased/ VSShl ockBased/
Fi | eBased

Possible settings shown. If the Windows source
machine support VSS snapshotting, use the VSS...
settings, if it doesn’t support VSS, use the

Fi | ebased setting.

Li veTr ansf er Enabl ed=t rue/ f al se

Possible settings shown. This setting is dependent
on the Tr ansf er Type setting. If that setting is

Fi | ebased and you want to perform an offline
conversion, this setting must be set to f al se.

[ Sour ce]

Addr ess= {required} Specify an IP address for the source
workload.

User Name= {required} Specify a username credential for the
source workload.

Passwor d= {required} Specify a password credential for the

source workload.

EndSt at e=Shut Down/ Donot hi ng/ Reboot

Possible settings shown.

TakeControl =stati c/dhcp

{conditional} Use this value only if the source is
WINXP, Win2k3, Windows 2000. Otherwise, it is not
required.

TakeCont r ol Addr ess=

Vi rt ual Net wor k=

For offline conversions, specify the MAC address of
the source workload.

Subnet Mask=

Def aul t Gat eway=

DNS=

[ Tar get Cont ai ner]]
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File Sections and Default Settings

Comment

Addr ess=

{required} Specify the IP address for the target
container depending on how it is discovered.

For example:

+ |If ESXis discovered, specify the IP Address of
the ESX irrespective of whether the ESX is
discovered via VCenter or via Direct ESX
discovery.

+ |If Hyper-V is discovered, specify the Hyper-V
IP Address.

User Nane=

{required} Specify the username for the target
container depending on how it is discovered.

For example:

+ |f ESXis discovered via VCenter, specify the
vCenter username.

+ |f ESXis discovered via Direct ESX discovery,
specify the ESX root username.

+ |If Hyper-V is discovered, specify the Hyper-V
username.

Passwor d=

{required} Specify the password for the target
container depending on how it is discovered. For
example:

+ |f ESXis discovered via VCenter, specify the
vCenter password.

+ |f ESXis discovered via Direct ESX discovery,
specify the ESX root password.

+ |If Hyper-V is discovered, specify the Hyper-V
password.

Vi rt ual Net wor k=

Specify the target container virtual network name
you want to use.

TakeControl =stati ¢/ dhcp

Specify st ati ¢ or dhcp, depending on your
networking configuration.

TakeCont r ol Addr ess=

Subnet Mask=

Def aul t Gat eway=

DNS=

[ NewMachi ne]

Di spl ayNane=

{required} Specify the name you want to display in
the target container console.
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File Sections and Default Settings

Comment

Dat aSt or e= Specify the name of datastore you want to use for
configuration files.
¢ On ESX: dat astorel
¢ On Hyper-V: E
Conf i gPat h= + On ESX: Specify the complete path where you
want to create the . vnx file.
For example: / f ol der _nane/
vix_file_name
The . vix file is created in the specified folder
within the datasource.
+ On Hyper-V: Specify the path to the folder
where you want to create the configuration file.
For example:
Drive:\fol der_name\config_fil e_name
Menor y= Specify the amount of RAM you want for the target

computer. The setting can be in MB or GB and must
be specified with integers (no decimal values).

I nstal |l Tool s=true/fal se

Possible settings shown. Default is true.

Nunber of CPU= Specify the number of CPUs you want for the target
computer.

Host Name= {required} Specify the target hostname.

Wor kG oup= {optional} Specify the workgroup name you want to
join.

Domai n=

Domai nUser Nane=

Domai nUser Passwor d=

EndSt at e=VMPower OFF/ VIVPower OV VMSuspend

Possible settings shown.

Scsi Type=

(On VMware) Specify the Scsi Adapter type. If you
do not specify a type or specify an unsupported
adapter type, the default adapter type is used.

Resour cePool =

(On VMware) Specify the ResourcePool name in the
vCenter. If the resource pool is nested, then use \ to
separate names. For example, wi ndows\ | ocal .

UseThi nDi sks=

To use thin disks, specify true. Else, specify false.

Boot Mbde=

(On Hyper-V for Windows workload) Specify the
boot mode supported on the target machine. For
example:

+ |f the target machine is Windows Server 2012,
specify either BIOS or UEFI.

+ |f the target machine is Windows Server 2008,
specify BIOS.
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File Sections and Default Settings

Comment

[ Et her net Ni c1]

You can repeat this section of the .ini file for every
NIC at the target container. For example, the second
NIC section would be named [ Et her net Ni c2] .
Configuration settings would be specified for each
NIC section in the file.

DHCPEnabl ed=t rue/ f al se

Specify true for DHCP and false for static IP.

Vi rt ual Net wor k=

Specify the target container virtual network name
you want to use.

Addr ess=

Specify the IP address for the target machine.

Subnet Mask=

Def aul t Gat eway=

DNS=

Specify one or more DNS names separated by
commas.

[DriveCeneral ]

If you have multiple disks at the source, you can
specify them here. You can specify as many disks as
there are at the source.

Dat aSt orel= Specify the datastore on the target container. For
example:
¢ On ESX: dat astorel
¢ On Hyper-V: E
Di sk1= Specify the path to the configuration file on the
target container. For example:
* On ESX: wi n2k8r 2/ wi n2k8r 2. vndk
¢ On Hyper-V: \ Wi n2k8r 2\ wi n2k8r 2. vhdx
Dat aSt or e2=
Di sk2=
[ Vol umel] You can repeat this section of the .ini file for every
volume at the target container. For example, the
second volume section would be named
[ Vol une2] . Configuration settings would be
specified for each volume section in the file.
Vol umeToCopy= Specify the volume to copy to the target.
MapTo= Specify the disk to map.
Fr eeSpace= Specify the amount of free space, in MB or GB,

available on the target for File-Based conversion.

Conversion-Linux.ini

The sections in the Conver si on- W ndows. i ni and in the Conver si on- Li nux. i ni

file are identical,

except for the settings in [ Tr ansf er] section, along with the settings for workgroup and domain
configuration. The differences for the Linux source job are shown in the following table.
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Table B-4 Conver si on- Li nux. i ni : Differences in Setting Details of the [ Tr ansf er] section

File Sections and Default Settings (differences only)

Comment

[ Transfer]

Tr ansf er Type=Bl ockBased/ Fi | eBased

Possible settings shown. Linux does not support
VSS.

Li veTr ansf er Enabl ed=t rue/ f al se

Possible settings shown. This setting is
dependent on the Tr ansf er Type setting. If that
setting is Fi | ebased and you want to perform an
offline conversion, this setting must be set to

fal se.

[ Sour ce]

Vi rt ual Net wor k=

For offline conversions, specify the MAC address
of the source workload.

[ NewMachi ne]

Scsi Type=

(On VMware) Specify the Scsi Adapter type. If
you do not specify a type or specify an
unsupported adapter type, the default adapter
type is used.

Resour cePool =

(On VMware) Specify the ResourcePool name in
the vCenter. If the resource pool is nested, then
use \ to separate names. For example,

wi ndows\ | ocal .

UseThi nDi sks=

To use thin disks, specify true. Else, specify
false.

[ Et her net Ni c1]

DNS= Specify one or more DNS names separated by
commas.

[ LVME oup]

G oupl= Name of the LVM group in the source.

Add enteries depending on the number of groups you
want. If you have two groups, then add the following:

G oupl=

G oup2=

[ Vol umel]

FreeSpace=

Specify the amount of free space, in MB or GB,
available on the target for File-Based conversion.
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B.3.2 ServerSync Jobs

206

Use server sync command to perform the Server Sync operation. There are two types of . i ni files,
one for a basic job configuration, and one for custom configurations. While the job is running you can
abort the job or check its status. If you specify the required settings, it will start the job. Then, when it
runs, the job populates the other values with default settings.

The tables in this section are named by the respective serversync jobs . i ni files they represent. The
table contents include the file section names within the . i ni and the available settings you can
configure according to your conversion needs:

ServerSync-Default.ini

Table B-5 Details of Server Sync-Def aul t. i ni

File Sections and Default Settings Comment
[ Type]
Conver si on=Sync2V {required} This value must be used for every Server

Sync operation.

[ JobConfi g]

Def aul t =t rue

[ Sour ce]

Addr ess= {required} Specify an IP address for the source
workload.

User Name= {required} Specify a username credential for the
source workload.

Passwor d= {required} Specify a password credential for the
source workload.

TakeControl =stati ¢/ dhcp {conditional} Use this value only if the source is
WINXP, Win2k3, Windows 2000, or for offline
conversion.

TakeCont r ol Addr ess=

Subnet Mask=

Def aul t Gat eway=

DNS=

[ Tar get Cont ai ner]]
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File Sections and Default Settings Comment

Addr ess= {required} Specify the IP address for the target
container depending on how it is discovered.

For example:

+ [If ESX is discovered, specify the IP Address of
the ESX irrespective of whether the ESX is
discovered via VCenter or via Direct ESX
discovery.

+ If Hyper-V is discovered, specify the Hyper-V IP
Address.

User Name= {required} Specify the username for the target
container depending on how it is discovered.

For example:
+ If ESX is discovered via VCenter, specify the
vCenter username.

+ |f ESX is discovered via Direct ESX discovery,
specify the ESX root username.

* If Hyper-V is discovered, specify the Hyper-V
username.

Passwor d= {required} Specify the password for the target
container depending on how it is discovered. For
example:

+ If ESX is discovered via VCenter, specify the
vCenter password.

+ |f ESX is discovered via Direct ESX discovery,
specify the ESX root password.

+ If Hyper-V is discovered, specify the Hyper-V
password.

[ Exi stingTar get Machi ne]

Di spl ayName= {required} Specify the display name of the target
machine where you want to sync.

Host Nare= {required}

ServerSync-Windows.ini

For prepare for Sync, the ServerSync command uses target container and network details from
TargetContainer and machine name from ExistingTargetMachine file sections.

Table B-6 Details of Server Sync- W ndows. i ni

File Sections and Default Settings Comment

[ Type]

Conver si on=Sync2V {required} This value must be used for every Server
Sync operation.
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File Sections and Default Settings

Comment

[ JobConfi g]

Def aul t =f al se

[ Transfer]

Tr ansf er Type=VSSFi | eBased/ VSShl ockBased/
Fi | eBased

Possible settings shown. If the Windows source
machine support VSS snapshotting, use the VSS...
settings, if it doesn’t support VSS, use the

Fi | ebased setting.

Li veTr ansf er Enabl ed=t rue/ f al se

Possible settings shown. This setting is dependent
on the Tr ansf er Type setting. If that setting is

Fi | ebased and you want to perform an offline
conversion, this setting must be set to f al se.

[ Sour ce]

Addr ess= {required} Specify an IP address for the source
workload.

User Name= {required} Specify a username credential for the
source workload.

Passwor d= {required} Specify a password credential for the

source workload.

EndSt at e=Shut Down/ Donot hi ng/ Reboot

Possible settings shown.

TakeControl =stati c/dhcp

{conditional} Use this value only if the source is
WINXP, Win2k3, Windows 2000. Otherwise, it is not
required.

TakeCont r ol Addr ess=

Vi rt ual Net wor k=

For offline conversions, specify the MAC address of
the source workload.

Subnet Mask=

Def aul t Gat eway=

DNS=

[ Tar get Cont ai ner]]

Addr ess=

{required} Specify the IP address for the target
container depending on how it is discovered.

For example:

+ |If ESXis discovered, specify the IP Address of
the ESX irrespective of whether the ESX is
discovered via VCenter or via Direct ESX
discovery.

+ |If Hyper-V is discovered, specify the Hyper-V IP
address.
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File Sections and Default Settings

Comment

User Nane=

{required} Specify the username for the target
container depending on how it is discovered.

For example:
+ |f ESXis discovered via VCenter, specify the
vCenter username.

+ |f ESX is discovered via Direct ESX discovery,
specify the ESX root username.

+ If Hyper-V is discovered, specify the Hyper-V
username.

Passwor d=

{required} Specify the password for the target
container depending on how it is discovered. For
example:

+ |f ESX is discovered via VCenter, specify the
vCenter password.

+ |f ESXis discovered via Direct ESX discovery,
specify the ESX root password.

+ If Hyper-V is discovered, specify the Hyper-V
password.

Vi rt ual Net wor k=

Specify the target container virtual network name you
want to use.

TakeControl =stati c/ dhcp

Specify st at i ¢ or dhcp depending on your
networking configuration.

TakeCont r ol Addr ess=

Subnet Mask=

Def aul t Gat eway=

DNS=

[ Exi stingTar get Machi ne]

Di spl ayName=

{required} Specify the display name of the target
machine where you want to sync.

Host Nane=

I nstal | Tool s=true/fal se

Wor kG oup=

Specify the workgroup name if you want to join
workgroup.

Domai n=

Domai nUser Nanme=

Domai nUser Passwor d=

EndSt at e=VMPower OFF/ VIVPower OV VMBuspend

Possible settings shown.
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File Sections and Default Settings Comment

[ Et her net Ni c1] You can repeat this section of the .ini file for every
NIC at the target container. For example, the second
NIC section would be named [ Et her net Ni c2] .
Configuration settings would be specified for each
NIC section in the file.

DHCPEnabl ed=t rue/ f al se Specify true for DHCP and false for static IP.

Vi rt ual Net wor k= Specify the target container virtual network name you
want to use.

Addr ess= Specify the IP address for the target machine.

Subnet Mask=

Def aul t Gat eway=

DNS=

ServerSync-Linux.ini

The sections in the Ser ver Sync- W ndows. i ni and in the Ser ver Sync- Li nux. i ni file are identical,
except for the settings in [ Tr ansf er] section, along with the settings for the workgroup and domain
configuration. For prepare for Sync, the ServerSync command uses target container and network
details from TargetContainer and machine name from ExistingTargetMachine file sections.

The differences for the Linux source job are shown in the following table.

Table B-7 Server Sync- Li nux. i ni : Differences in Setting Details of the [ Tr ansf er] section

File Sections and Default Settings (differences only) | Comment

[ Transfer]

Tr ansf er Type=Bl ockBased/ Fi | eBased Possible settings shown. Linux does not support
VSS.
Li veTr ansf er Enabl ed=true/f al se Possible settings shown. This setting is

dependent on the Tr ansf er Type setting. If that
setting is Fi | ebased and you want to perform an
offline conversion, this setting must be set to

fal se.

[ Sour ce]

Vi rt ual Net wor k= For offline conversions, specify the MAC address
of the source workload.

B.3.3 Imaging Jobs

The CLI tool supports several imaging operations (for example, install, uninstall, and update tools)
through its i mageser ver command. Before you start an i mageser ver job, make sure you run the
di scover command on the source computer and then on the target container.

In addition to the i mageser ver job, the CLI tool supports imaging Windows workloads (source) to the
target. There are two types of imaging . i ni files, one for a basic job configuration, and one for
custom configurations. While the job is running you can abort the job or check its status.
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The tables in this section are hamed by the respective imaging jobs . i ni

files they represent. The

table contents include the file section names within the . i ni and the available settings you can
configure according to your conversion needs:

Capturelmage-Default.ini

Table B-8 Details of Capt ur el mage- Def aul t . i ni

File Sections and Default
Settings

Comment

[ Type]

Conver si on=X2|

{required} This value must be used for every image capture.

[ JobConfi g]

Def aul t =t rue

[ Sour ce]

Addr ess= {required} Specify an IP address for the source workload.

User Nare= {required} Specify a username credential for the source workload.
Passwor d= {required} Specify a password credential for the source workload.

TakeControl =static/ dhcp

{conditional} Use this value only if the source is WINXP, Win2k3, Windows
2000. Otherwise, it is not required.

TakeCont r ol Addr ess=

Subnet Mask=

Def aul t Gat eway=

[ ' mageConfi gurati on]

| mageDi spl ayNane=

{required} Specify the display name of the image in the image server.

[ Tar get Cont ai ner]]

Addr ess= {required} Specify IP address of image server.
User Name= {required} Specify the username of the image server.
Passwor d= {required} Specify the password of the image server.

Capturelmage.ini

You can skip system volume for capture image.

Table B-9 Details of Capt ur el mage. i ni

File Sections and Default Settings

Comment

[ Type]

Conver si on=X2|

{required} This value must be used for every
image capture.

[ JobConfi g]
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File Sections and Default Settings

Comment

Def aul t =f al se

[ Transfer]

Transf er Type=VSSFi | eBased/ Fi | eBased

Possible settings are shown. If the Windows
source machine support VSS snapshotting, use
the VSSFi | eBased setting, if it doesn’t support
VSS, use the Fi | ebased setting.

Li veTr ansf er Enabl ed=t rue/ f al se

Possible settings shown. This setting is
dependent on the Tr ansf er Type setting. If that
setting is Fi | ebased and you want to perform an
offline conversion, this setting must be set to

fal se.

[ Sour ce]

Addr ess= {required} Specify an IP address for the source
workload.

User Name= {required} Specify a username credential for the
source workload.

Passwor d= {required} Specify a password credential for the

source workload.

EndSt at e=Shut Down/ Donot hi ng/ Reboot

Possible settings are shown.

TakeControl =stati c/ dhcp

{conditional} Use this value only if the source is
WINXP, Win2k3, Windows 2000. Otherwise, it is
not required.

TakeCont r ol Addr ess=

Subnet Mask=

Def aul t Gat eway=

DNS=

[ ' mageConfi gurati on]

| mageDi spl ayNane=

Specify a name that you want to appear in the
Image Server.

Conpr esi onEnabl ed=t rue/ f al se

Specify whether or not to use NTFS file
compression. Default is f al se.

Confi gurationPat h=

Specify the absolute path of the configuration file.

[ Tar get Cont ai ner]]

Addr ess= {required} Specify IP address of image server.

User Name= {required} Specify the username of the image
server.

Passwor d= {required} Specify the password of the image
server.

[ Vol umel]
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File Sections and Default Settings

Comment

Vol umeToCopy= Specify the name of the volume you want to
capture.
MapTo= Specify the path where you want to create the

package file for the volume.

Deploylmage-Default.ini

Table B-10 Details of Depl oyl mage- Def aul t. i ni

File Sections and Default Settings

Comment

[ Type]

Conver si on=| 2V

{required} This value must be used for every image
deployment.

[ JobConfi g]

Def aul t =t rue

[ Sour ce]

Addr ess= {required} Specify an IP address for the image container.

User Nare= {required} Specify a username credential for the image
container.

Passwor d= {required} Specify a password credential for the image

container.

| mageDi spl ayNane=

Specify the name of the image that you want to deploy.

[ Tar get Cont ai ner]]

Addr ess=

{required} Specify the IP address for the target container
depending on how it is discovered.

For example:

+ |If ESX is discovered, specify the IP Address of the
ESX irrespective of whether the ESX is discovered via
VCenter or via Direct ESX discovery.

* If Hyper-V is discovered, specify the Hyper-V IP
Address.

User Nanme=

{required} Specify the username for the target container
depending on how it is discovered.

For example:

+ [f ESX is discovered via VCenter, specify the vCenter
username.

+ |If ESXis discovered via Direct ESX discovery, specify
the ESX root username.

* If Hyper-V is discovered, specify the Hyper-V
username.
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File Sections and Default Settings

Comment

Passwor d=

{required} Specify the password for the target container
depending on how it is discovered. For example:

+ |If ESXis discovered via VCenter, specify the vCenter
password.

+ [f ESX is discovered via Direct ESX discovery, specify
the ESX root password.

+ If Hyper-V is discovered, specify the Hyper-V
password.

[ Newiachi ne]

Di spl ayName=

{required} Specify the name you want to display in the target
container.

Host Nane=

Specify the target hostname.

Deploylmage.ini

You can skip system volume.

IMPORTANT: For deploying image to Hyper-V Generation 1 or BIOS machines, you must ensure
that the boot volume is always mapped to Diskl irrespective of the number of disks on the target
machine. So, in the . i ni file, you must ensure that the MapTo= setting in the [ Vol une] section that
has Vol umeToCopy mapped to boot volume is set to Disk1.

Sample of the settings in Conver si on- W ndows. i ni file:

[ Vol unel]

Vol umeToCopy=boot _vol urme
FreeSpace=

MapTo=Di skl

[ Vol une2]

Vol umeToCopy=non_boot _vol urme
FreeSpace=

MapTo=Di sk2

Table B-11 Details of Depl oyl mage. i ni

File Sections and Default Settings

Comment

[ Type]

Conver si on=| 2V

{required} This value must be used for every image
deployment.

[ JobConfi g]

Def aul t =f al se
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File Sections and Default Settings Comment

[ Sour ce]

Addr ess= {required} Specify an IP address for the image
container.

User Name= {required} Specify a username credential for the
image container.

Passwor d= {required} Specify a password credential for the

image container.

| mageDi spl ayNane=

Specify a name for the image that you want to deploy.

[ Tar get Cont ai ner]]

Addr ess=

{required} Specify the IP address for the target
container depending on how it is discovered.

For example:

+ [f ESX is discovered, specify the IP Address of
the ESX irrespective of whether the ESX is
discovered via VCenter or via Direct ESX
discovery.

* If Hyper-V is discovered, specify the Hyper-V IP
Address.

User Name=

{required} Specify the username for the target
container depending on how it is discovered.

For example:
+ |f ESX is discovered via VCenter, specify the
vCenter username.

¢ |If ESXis discovered via Direct ESX discovery,
specify the ESX root username.

+ If Hyper-V is discovered, specify the Hyper-V
username.

Passwor d=

{required} Specify the password for the target
container depending on how it is discovered. For
example:

+ [f ESX s discovered via VCenter, specify the
vCenter password.

+ |If ESXis discovered via Direct ESX discovery,
specify the ESX root password.

+ If Hyper-V is discovered, specify the Hyper-V
password.

TakeControl =stati c/ dhcp

Specify st at i ¢ or dhcp,depending on your
networking configuration.

Vi rt ual Net wor k=

TakeCont r ol Addr ess=

Subnet Mask=
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File Sections and Default Settings

Comment

Def aul t Gat eway=

[ NewiVachi ne]
Di spl ayName= {required} Specify the name you want to display in
target container.
Dat aSt or e= Specify the name of datastore you want to use.
¢ On ESX: datastorel
¢ On Hyper-V: E
Conf i gPat h= * On ESX: Specify the complete path where you
want to create the . vnx file.
For example: / f ol der _nane/ vnx_fil e_name
The . vnx file is created in the specified folder
within the datasource.
¢ On Hyper-V: Specify the path to the folder
where you want to create the configuration file.
For example:
Drive:\folder_nane\config_file_nane
Menor y= Specify the amount of RAM you want for the target
computer in MB or GB.
Wor kG oup= Specify the name of the workgroup you want to join.

I nstal |l Tool s=true/fal se

Possible settings shown. Default is true.

Nunber of CPU= Specify the number of CPUs you want for the target
computer.

Menor y= .Specify the amount of RAM you want for the target
computer.

Domai n=

Domai nUser Nanme=

Domai nUser Passwor d=

Host Nane=

EndSt at e=VMPower OFF/ VIVPower OV VMBuspend

Possible settings shown.

Scsi Type=

(On VMware) Specify the Scsi Adapter type. If you do
not specify a type or specify an unsupported adapter
type, the default adapter type is used.

Resour cePool =

(On VMware) Specify the ResourcePool name in the
vCenter. If the resource pool is nested, then use \ to
separate names. For example, wi ndows\ | ocal .

UseThi nDi sks=

To use thin disks, specify true. Else, specify false.
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File Sections and Default Settings

Comment

Boot Mbde=

(On Hyper-V for Windows workload) Specify the boot
mode supported on the target machine. For example:

¢ |f the target machine is Windows Server 2012,
specify either BIOS or UEFI.

+ [f the target machine is Windows Server 2008,
specify BIOS.

[ Et her net Ni c1]

If you have two (or more) NICs at the target, you can
specify them and their configurations

DHCPEnabl ed=t r ue/ f al se

Specify true for DHCP and false for static IP.

Vi rt ual Net wor k=

Specify the target container virtual network name you
want to use

Addr ess=

Subnet Mask=

Def aul t Gat eway=

DNS=

Specify one or more DNS names separated by
commas.

[DriveCeneral]

If you have multiple disks at the source, you specify
them here (create more if needed). The . i ni file
shows examples of two disks being specified. You
can specify as many disks as there are at the source.

Dat aSt orel= Specify the datastore on the target container. For
example:
¢ On ESX: datastorel
¢ On Hyper-V: E
Di sk1= Specify the path to the configuration file on the target
container. For example:
¢ On ESX: mi n2k8r 2/ wi n2k8r 2. vndk
¢ On Hyper-V: \ wi n2k8r 2\ wi n2k8r 2. vhdx
Dat aSt or e2=
Di sk2=
[ Vol umel]
Vol umeToCopy= Specify the volume to copy to the target.
MapTo= Specify the disk to map.
Fr eeSpace= Specify the amount of free space, in MB or GB,

available on the target for File-Based conversion.
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Incrementallmaging-Default.ini

Table B-12 Details of I ncrenment al | magi ng-Defaul t.ini

File Sections and Default Settings Comment
[ Type]
Conver si on=Sync?2| {“Existing Image”: required} Every incremental image

capture uses this setting.

[ JobConfi g]

Def aul t =t rue

[ Sour ce]

Addr ess= {required} Specify an IP address for the source workload.

User Name= {required} Specify a username credential for the source
workload.

Passwor d= {required} Specify a password credential for the source
workload.

TakeControl =stati ¢/ dhcp {conditional} Use this value only if the source is WINXP,

Win2k3, Windows 2000. Otherwise, it is not required.

TakeCont r ol Addr ess=

Subnet Mask=

Def aul t Gat eway=

| mageDi spl ayNane= Specify an image name that already exists in the image
server.

[ Tar get Cont ai ner]]

Addr ess= {required} Specify IP address of image server.
User Name= {required} Specify the username of the image server.
Passwor d= {required} Specify the password of the image server.

Incrementallmaging.ini

Table B-13 Details of I ncrenment al | magi ng. i ni

File Sections and Default Settings Comment
[ Type]
Conver si on=Sync?2| {“Existing Image: required} Every incremental

image capture uses this setting.

[ JobConfi g]

Def aul t =f al se

[ Transfer]
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File Sections and Default Settings

Comment

Li veTr ansf er Enabl ed=t rue/ f al se

Possible settings shown. This setting is
dependent on the Tr ansf er Type setting. If that
setting is Fi | ebased and you want to perform an
offline conversion, this setting must be set to

fal se.

[ Sour ce]

Addr ess= {required} Specify an IP address for the source
workload.

User Name= {required} Specify a username credential for the
source workload.

Passwor d= {required} Specify a password credential for the

source workload.

TakeControl =stati c/ dhcp

{conditional} Use this value only if the source is
WINXP, Win2k3, Windows 2000. Otherwise, it is
not required.

TakeCont r ol Addr ess=

Subnet Mask=

Def aul t Gat eway=

EndSt at e=Shut Down/ Donot hi ng/ Reboot

Possible settings shown.

| mageDi spl ayNane=

Specify an image name that already exits in
image server.

[ Tar get Cont ai ner]]

Addr ess= {required} Specify IP address of image server.

User Name= {required} Specify the username of the image
server.

Passwor d= {required} Specify the password of the image

server.
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C.l

Rebranding the PlateSpin Migrate
Web Interface

You can modify the appearance of the PlateSpin Migrate Web Interface to match the look and feel of
your corporate identity. You can modify colors, logo, and product name. You can even eliminate the
links to About tab and Help tab in the product interface.

This section includes information to help you change the branding of the product:

+ Section C.1, “Rebranding the Interface Using Configuration Parameters,” on page 221
+ Section C.2, “Rebranding the Product Name in the Windows Registry,” on page 224

Rebranding the Interface Using Configuration
Parameters

You can change the look and feel of the Web Interface to match the proprietary look of your
organization websites. To customize the branding of the Web Interface, modify the configuration
parameters of your PlateSpin Server host:

1 In the address bar of a web browser, type the following URL to launch the PlateSpin Server
Configuration Settings page:
htt ps:// Your _Pl at eSpi n_Ser ver/ pl at espi nconfi gurati on/

2 Log in as Administrator.

3 Locate the required server parameter and click Edit to change its value.

4 Click Save.
After you modify the settings in the configuration tool, it might take up to 30 seconds for the
change to take reflect on the interface. You need not reboot or restart the services.

The look and feel of the Web Interface is consistent across the various pages. In Section C.1.1,
“PlateSpin Migrate Web Interface with Configurable Elements Labeled,” on page 222, the illustration
of the PlateSpin Migrate Dashboard identifies the elements that you can modify with numbered
callouts.
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C.1l1
Elements Labeled

ateSpin Migrate

PlateSpin Migrate Web Interface with Configurable

@O & @O

https:/{localhost/Migrate/Default, aspx7e

h=Dashboa

= PlateSpin

Dashbhoard WWorkloads Targets

" 3 Migrated

’ 0 Running Cutover

# 0 Running Test Cutover
0 Running Replication
0 Replicated
0 Scheduled

0 Failed

Unlimited Available
Unlimited Total

Add Workload

Third-Party

Tasks

@ 3172016 3:24 PM  WIN-2K8R2-UEFI

R

WIN-FN2I35SUJPAA dministr ator
Lacal Administratar

Reports  Settings About  Help

Mo Tasks

Mo Running Everts

Mo Upcoming Everts

Cutover completed Details

3452016 317 PM WIN-2K8R2-UEFI  Full replication of workload completed Details

@ 3472016 3:00 PM WIN-2KER2-UEFI Full replication of workload started Details

Tuesday, March 01, 2016 3:43 PM - Pacific Standard Time

C.1.2 PlateSpin Server Configuration Settings

The following table provides information about the setting you must use to modify the corresponding
interface element. The ID column in the table lists the ID of the interface element identified in the Web
Interface figure provided in Section C.1.2, “PlateSpin Server Configuration Settings,” on page 222.
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ID Setting Name and Description Default Value

1 ViebUl Favi conUr | ~/ doc/ en/ favicon.ico !

Location of a valid . i co graphic file. Specify one of the
following:

+ Avalid URL to the appropriate . i co file on a different
machine.

For example: https://myserver.example.com/dirl/dir2/
icons/mycompany_favicon.ico

+ Arelative path below the root of the local web server
where you have uploaded the appropriate . i co file.

For example, if you create a path called
nyconpany\ i mages\ i cons at the root of the web server
to store your custom icon graphics:

~/ myconpany/ i mages/ i cons/
nyconpany_favi con.ico

In this example, the actual file system path that contains
the fileis C: \ Program Fi |l es (x86)\ Pl at eSpi n

M grate Server\Pl ateSpin

For ge\ web\ myconpany\ i nages\i cons\ nyconpany_f
avi con.ico.

2 ViebUl LogoUr | ~/ Resour ces/ pr ot ect Logo. png 2

Location of product logo graphic file. Specify one of the
following:

+ Avalid URL to the appropriate graphics file on a different
machine.

For example: https://myserver.example.com/dirl/dir2/
logos/mycompany_logo.png

+ Arelative path below the root of the local web server
where you have uploaded the appropriate graphics file.

For example, if you create a path called
nyconpany\ i mages\ | ogos at the root of the web server
to store your custom logo images:

~/ myconpany/ i mages/ | ogos/ nyconpany_| ogo. png
In this example, the actual file system path that contains
the fileis C: \ Program Fi | es (x86)\ Pl at eSpi n

M grate Server\Pl ateSpin

For ge\ web\ myconpany\ i nages\ | ogos\ myconpany_|

0go. png.

3 WebUl Si t eNavi gat i onFont Col or #FFFFFF
Color of site navigation link font color in Web Ul (RGB hex
value)

4 WebUl Si t eNavi gat i onLi nkHover Backgr oundCol or #808080

Color of site navigation link background in hover state (RGB
hex value)
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ID Setting Name and Description Default Value

5 WebUl Si t eHeader Backgr oundCol or #000000
Site header background color (RGB hex value)
6 WebUl Si t eAccent Font Col or #FFFFFF

Font color to display with accent color in Web Ul (RGB hex
value)

7 WebUl Si t eNavi gat i onBackgr oundCol or #4D4DA4D

Color of site navigation background in Web Ul (RGB hex
value)

8 WebUl Si t eHeader Font Col or #FFFFFF
Site header font color in Web Ul (RGB hex value)

9 WebU ShowAbout Tab True
Toggles the visibility of the About tab:

¢ True: The About tab is visible on the interface.

+ False: The About tab is not visible on the interface.
10  WebUl ShowHel pTab True
Toggle the visibility of the Help tab:

+ True: The Help tab is visible on the interface.

+ False: The Help tab is not visible on the interface.
11  WebU Si t eBackgr oundCol or #666666
Site background color (RGB hex value)
12 WebU Sit eAccent Col or #0088CE

Accent color (RGB hex value)

1 Actual file pathis C:\Program Files (x86)\ Pl ateSpin Mgrate Server\Pl ateSpin
For ge\ web\ doc\ en\ f avi con. i co.

2 Actual file pathis C:\ Program Fil es (x86)\ Pl ateSpin M grate Server\PlateSpin
For ge\ web\ Resour ces\ pr ot ect Logo. png.

C.2 Rebranding the Product Name in the Windows

224

Registry

The masthead at the top of the product interface provides space for the corporate logo and the
product name. To change the logo, which commonly includes the product name, see Section C.1,
“Rebranding the Interface Using Configuration Parameters,” on page 221.

To edit or eliminate the product name in a browser tab, do the following:

1 On the PlateSpin Migrate server, run r egedi t .
2 In the Windows Registry Editor, navigate to the following registry key:
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HKEY_LOCAL_MACHI NE\ SOFTWARE\ PI at eSpi n\ M gr at eSer ver\ Product Nane

NOTE: In some cases, the registry key can be found in this location:
HKEY_LOCAL_MACHI NE\ SOFTWARE\ Wow6432Node\ Pl at eSpi n\ M gr at eSer ver

3 Double-click the Pr oduct Nanme key and change the Value data for the key as required and then
click OK.

4 Restart the IIS Server.
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Synchronizing Serial Numbers on
Cluster Node Local Storage

This section details the procedure you can use to change local volume serial numbers to match each
node of the Windows cluster that you want to migrate. The information includes the use of the Volume
Manager utility (Vol uneManager . exe) to synchronize serial numbers on cluster node local storage.

To download and run the utility:

1 From the NetlQ Downloads site, search for the PlateSpin Migrate product, then click Submit
Query.

2 On the Products tab, select PlateSpin Migrate 12.1 to go to the product-specific download page,
then click proceed to download.

3 On the download page, click download on the Vol uneManager . exe line or select the
comparable download manager link.

4 Download the utility, then copy it to an accessible location on each cluster node.

5 On the active node of the cluster, open an administrative command prompt, navigate to the
location of the downloaded utility, and run the following command:

Vol ureManager . exe -|
A listing of the local volumes and their respective serial numbers is displayed. For example:

Vol une Listing:

DrivelLetter (*:) Vol uneld="System Reserved" Seri al Nunber: AABB-CCDD

DriveLetter (C) Voluneld=C\ Serial Nunber: 1122-3344

Make note of these serial numbers or keep them displayed for later comparison.

6 Verify that all local storage serial numbers of the active node match the local storage serial
numbers on each of the other nodes in the cluster.

6a On each cluster node, run the Vol uneManager . exe -1 command to obtain its volume serial
numbers.

6b Compare the local storage serial numbers of the active node (Step 5) against the local
storage serial numbers of the node (Step 6a).

6¢c (Conditional) If there are any differences in the serial numbers between the active node and
this node, take note of the serial number you want to propagate on this node and run the
following command to set, and then to verify the serial number:

Vol umeManager -s <Vol unel d> <seri al - nunber >

Following are two examples of how this command could be used:
+ Vol uneManager -s "System Reserved" AAAA- AAAA
¢ Vol uneManager -s C\ 1111-1111
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6d When you have successfully changed all of the volume serial numbers on a node of the
cluster, you need to restart that node.

6e Repeat Step 6a through Step 6d for each node of the cluster.

7 (Conditional) If the cluster has already been migrated in a PlateSpin environment, we
recommend running a full replication on the active node to ensure that any changes are
propagated to the database.
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Frequently Asked Questions

This section provides answers to frequently asked questions.

What are the performance and scalability characteristics of my PlateSpin
Migrate product?

Your PlateSpin Migrate product’s overall performance, including data transfer speeds and scalability,
depend on a variety of factors in your specific environment. See “Performance” on page 24.

How secure is my PlateSpin Migrate product?

PlateSpin Migrate provides several features to help you safeguard your data and increase security.
See “Security and Privacy” on page 23.

Does PlateSpin Migrate support my workload’s data storage technology?

PlateSpin Migrate products support a number of data storage and management technologies,
including Windows dynamic disks, Linux logical volumes, RAID (Redundant Array of Independent
Disks) systems, and SAN (Storage Area Network) systems.

Can | use custom SSH ports to communicate with my workloads?

Yes. See “Discovering the Details of Source Workloads and Targets” on page 65.

Can multiple migrations run simultaneously?

Yes. See “Performance” on page 24.
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F.1

Troubleshooting PlateSpin Migrate

This section provides a series of topics about troubleshooting PlateSpin Migrate.

*

Section F.1, “Discovery,” on page 231

*

Section F.2, “Peer-to-Peer Migrations (Windows),” on page 232

*

Section F.3, “Using Images,” on page 233

*

Section F.4, “Post-migration Cleanup of Source Workloads,” on page 234

*

Section F.5, “Shrinking the PlateSpin Migrate Databases,” on page 236

Discovery

Table F-1 Common Issues and Solutions Related to Discovery Operations

Problems or Messages Solutions

"Application has generated an This error occurs if the physical server is unable to contact the PlateSpin
error” during registration of Server. A common cause is incorrect information entered during the
physical server registration process. To restart the registration process, enter
Regi st er Machi ne. bat . Ping to confirm basic connectivity with the
PlateSpin Server.

My physical server has The full registration process can take some time to complete. After the
completed the registration second command prompt window has closed on the physical server, wait a
process, but is not seen in few minutes before clicking the Refresh button in PlateSpin Migrate Client.

PlateSpin Migrate Client

Problems discovering source KB Article 7920291 (https://www.netiq.com/support/kb/
and target servers doc.php?id=7920291) contains troubleshooting checklists for discovering
the following:

¢ Linux servers and VMware ESX Servers

+ Windows-based source and target servers

The article also has instructions for troubleshooting WMI connections and
checking if DCOM is enabled.

"Package <...> Not Found" Check for IIS configuration and network settings.
during discovery of existing
Windows servers
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Problems or Messages Solutions

Could not find file This error might occur on Windows Server 2000 or 2003 hosts.

"\{servernamePadmin$\{random

ID}.xml" In some cases, either of these troubleshooting steps addresses the issue:

¢ Ensure that the Admi n$ share on the PlateSpin Server host is
accessible. If not, enable it and try the discovery again.

-OR -

¢ 1. From any Web browser, open htt ps://
Your _Pl at eSpi n_Ser ver/ pl at espi nconfi gurati on. 2. Locate
and edit the For ceMachi neDi scover yUsi ngSer vi ce entry and
change ittot r ue. 3. Save the value and retry the discovery.

Related KB Articles:

ID

Description

7920339 (https://www.netiq.com/support/kb/ ERRMSG: Discovery fails with "The request failed with

doc.php?id=7920339)

HTTP status 407" message

7920862 (https://www.netiq.com/support/kb/ ERRMSG: Recoverable Error:

doc.php?id=7920862)

ControllerConnectionBroken during discovery

7920291 (https://www.netiq.com/support/kb/ ERRMSG: Server details discovery problems

doc.php?id=7920291)

F.2

Peer-to-Peer Migrations (Windows)

Table F-2 Common Issues and Solutions Related to Peer-to-Peer Migrations (Windows)

Problems or Messages

Solutions

One of the following errors displays
during offline migration:

+ Waiting for Controller to start
(Failed)

+ Controller Connection Not
Established

+ Controller Connection Broken

¢ Unable to start the Heartbeat
Service

File transfer hangs at 1% or
progresses at a slow pace

This indicates one of the following problems:

+ The network settings for the temporary IP addresses under Job
Configuration > Advanced might not be configured properly.

* There was a possible network outage that prevented the source/
target machine from communicating with the PlateSpin Server.

¢ The source/target machine was not able to fully boot into the pre-
execution environment.

To diagnose the exact cause of failure, check the state of the system
where the controller failed to start. Commands such as i pconfi g and
pi ng are available to verify basic network connectivity.

By default, a link type of AUTO is used on the source server during a
migration. If the source server is connected to a switch port that is
forced to 100/FULL, the Force Full Duplex option must be enabled
when configuring the migration. If this option is set incorrectly, a duplex
mismatch occurs on the network.
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F.3

Problems or Messages

Solutions

Unable to determine suitable boot
partition

Job remains in a Scheduled state for
a long period and then changes to
Recoverable error (all sub-steps
display NotStarted status)

Troubleshooting failures at the
Configuring Operating System
stage (also applicable to Configure
Target Machine or Configuring
Virtual Machine migration steps)

Live Transfer is unavailable

When converting existing source servers, the boot volume must pass
the following checks:

¢ [t must be on a basic disk
+ |t must have 175 MB of free space
¢ |t must be a primary partition

+ If any of these are not true for the system volume, the migration
fails while attempting to take control of the source server.

There is a problem with the Operations Framework Controller on the
PlateSpin Server. Use the Windows services plug-in to confirm that the
Controller is running. See KB Article 7920862 (https://www.netig.com/
support/kb/doc.php?id=7920862) for other troubleshooting instructions.

Generally, failures during the configuration step indicate that a time-out
occurred when attempting to configure the target physical or virtual
machine. Although the migration job appears to have failed, the overall
migration is probably successful and the configuration service running
on the target will likely continue its operations.

KB Article 7920327 (https://www.netig.com/support/kb/
doc.php?id=7920327) contains a detailed troubleshooting checklist and
lists information required if technical support is necessary.

Either an unsupported file system or operating system exists on the
server.

Related KB Articles:

ID

Description

7920862 (https://www.netiq.com/support/kb/ ERRMSG: PlateSpin Migrate Job remains at a

doc.php?id=7920862)

"Scheduled" or "Recoverable Error" state

7920810 (https://www.netiq.com/support/kb/ INFO: Restore job stalls - "The configuration service in

doc.php?id=7920810)

the target machine..."

2790341 (https://www.netiq.com/support/kb/ INFO: What ports does PlateSpin Migrate use during

doc.php?id=7920341)

discovery, migration and file transfer?

Using Images

Table F-3 Common Issues and Solutions Related to PlateSpin Images

Problems or Messages  Solutions

Cannot see PlateSpin If the Servers view is configured to group servers by machine, discovered image
Images on PlateSpin servers cannot be expanded. To display the images, reconfigure the Servers View
Image Server so the servers are grouped by domain instead of machine.
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Problems or Messages  Solutions

Failed to mount image. This error message might appear when you are importing or deploying volume data

The volume does not while installing a PlateSpin Image Server on Windows 2003. To resolve the error,

contain a recognized file  use the Windows services plug-in on the PlateSpin Image Server. Modify the logon

system properties for the PlateSpin Migrate Operations Management Controller service to
use an account with local administrative privileges. Restart the service after making
this change.

Security descriptors are When you are creating a PlateSpin Image using raw volume data that was

not intact on deployed extracted from a Ghost Image, the security descriptors are not preserved on the
server when you are using VM. This is because the extracted files inherit permissions of their parent folder.
volume data from a

Symantec Ghost image

Related KB Atrticles:

ID Description

7920879 (https://www.netiq.com/support/kb/ ERRMSG: The file cannot be accessed by the system
doc.php?id=7920879)

F.4 Post-migration Cleanup of Source Workloads

Source workloads might occasionally need a post-migration cleanup. For example, you might need to
clean up a source workload of all PlateSpin software components after an unsuccessful migration.

+ Section F.4.1, “Cleaning Up Windows Workloads,” on page 234
+ Section F.4.2, “Cleaning Up Linux Workloads,” on page 235

F.4.1 Cleaning Up Windows Workloads

The following are instructions for cleaning up Windows workloads by component and use case.

Component Use Case Removal Instructions

File-based Transfer  All Migrations At root level for each volume migrated, remove all files named
Component Pl at eSpi nCat al og*. dat

Workload discovery  All migrations 1. In the Servers view, undiscover the source (right-click,
software then select Undiscover).

2. In the source workload’s W ndows directory:
+ Remove all files named nachi nedi scovery*.

* Remove the subdirectory named pl at espi n.
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Component Use Case Removal Instructions

Controller software  All migrations 1. Inthe Servers view, undiscover the source (right-click,
then select Undiscover).

2. Open a command prompt and change the current
directory to:

* \Program Fil es\ pl at espi n* (32-bit systems)

¢ \Program Fil es (x86)\pl at espi n (64-bit
systems)

3. Run the following command:
of xcontrol |l er. exe /uninstall

4. Remove the pl at espi n* directory

F.4.2 Cleaning Up Linux Workloads

The following are instructions for cleaning up Linux workloads by component and use case.

Component Use Case Removal Instructions

Controller software  Offline migrations In the source workload’s file system, under / boot , remove the of x
directory with its contents.

All live migrations + Kill these processes:
¢ pkill -9 ofxcontrollerd
¢ pkill -9 of xj obexec

* remove the OFX controller rpm package:
rpm-e of xcontrol lerd

+ In the source workload's file system, remove the / usr/1i b/
of x directory with its contents.
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Component Use Case Removal Instructions

Block-level data All block-level 1. Check if the driver is active:
transfer software migrations
I'snod | grep bl kwatch

If the driver is still loaded in memory, the result should contain
a line, similar to the following:

bl kwat ch_7616 70924 0

2. (Conditional) If the driver is still loaded, remove it from
memory:

rmmod bl kwat ch_7616
3. Remove the driver from the boot sequence:
bl kconfig -u

4. Remove the driver files by deleting the following directory
with its contents:

/11 b/ nmodul es/ [ Kernel _Version]/Platespin
5. Delete the following file:

/ et c/ bl kwat ch. conf

LVM snapshots Block-level 1. In the Jobs view, generate a Job Report for the failed job,
migrations using then note the name of the snapshot.
LVM snapshots 2. Remove the snapshot device by using the following

command:

| vrenove snapshot_name

F.5 Shrinking the PlateSpin Migrate Databases

When the PlateSpin Migrate databases (OFX and PortabilitySuite) reach a predetermined capacity,
cleanup on those databases occurs at regular intervals. If there is a need to further regulate the size
or content of those databases, Migrate provides a utility (Pl at eSpi n. DBA eanup. exe) to further clean
up and shrink those databases. KB Article 7006458 (https://www.netiq.com/support/kb/
doc.php?id=7006458) explains the location of the tool and the options available for it, should you
decide to use it for offline database operations.
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Reference of Tables

This section provides a list of links to important tables used throughout the documentation
accompanying PlateSpin Migrate.

Table

Table 1-1, “Workload Portability Operations,” on page 14

Table 1-2, “PlateSpin Migrate Workload Migration Tasks,” on page 15

“Supported Microsoft Windows Workloads” on page 17

Table 1-4, “Supported Linux Workloads,” on page 19

Table 1-5, “Supported Target Virtualization Platforms,” on page 20

Table 2-1, “PlateSpin Migrate Workload License Assignment by Migration Type,” on page 29

Table 2-2, “License Manager Command Buttons,” on page 30

Table 2-3, “PlateSpin Migrate Roles and Permission Details For PlateSpin Migrate Client Users,” on page 32

Table 2-5, “Network Communication Prerequisites for Discovery Operations,” on page 40

Table 2-6, “Network Communication Prerequisites for Workload Portability,” on page 42

Table 2-7, “Default and Optimized File Transfer Configuration Parameters,” on page 52

Table 2-8, “List of Common Use Cases for changing settings in the Web configuration tool,” on page 55
Table 3-1, “Machine-Specific Icons in the Servers View,” on page 62

Table 3-2, “Guidelines for Discovery Parameters,” on page 70

Table 3-3, “Status Messages in PlateSpin Analyzer Test Results,” on page 72

Table 3-4, “PlateSpin Analyzer Test Results Tab,” on page 72

Table 6-1, “PlateSpin Image Server Host Requirements,” on page 138

Table 7-1, “Source and Target Credentials,” on page 148

Table F-1, “Common Issues and Solutions Related to Discovery Operations,” on page 231

Table F-2, “Common Issues and Solutions Related to Peer-to-Peer Migrations (Windows),” on page 232

Table F-3, “Common Issues and Solutions Related to PlateSpin Images,” on page 233

Reference of Tables
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Glossary

PlateSpin Migrate Client. The client application you use to interact with the PlateSpin Server,
discover source workloads and targets; set up, execute, and monitor jobs; manage license keys; and
configure the default behavior of the server.

PlateSpin Image Server. A machine on which you have installed the PlateSpin Image Server
software. See PlateSpin Image.

PlateSpin Image. (Formerly PlateSpin Flexible Image) One of PlateSpin Migrate’s three fundamental
workload infrastructures along with physical machines and virtualization platforms. A PlateSpin Image
is a static stored copy of the state of a physical or virtual machine (including volume data and the
configuration details of the workload’s hardware profile, operating system, and network identity),
captured at a specific point in time. To make a PlateSpin Image bootable, you convert it to a workload
on physical hardware or a virtualization platform. See also Capture Image, Deploy Image, and Import
Image.

PlateSpin Migrate Network. A named collection of discovered workloads and target machines you
work with at any given time. A parameter of all discovery jobs.

PlateSpin Server. The remote runtime execution engine underlying the PlateSpin Migrate product.

VSS Block-based Transfer Component. A PlateSpin Migrate software component, dynamically
installed on Windows source workloads to facilitate volume data transfer at the block level by using
the Microsoft Volume Snapshot Service (VSS). See also Block-Based Transfer Component, File-
based Transfer Component.

Block-Based Transfer Component. A PlateSpin Migrate software component, dynamically installed
on source workloads to facilitate volume data transfer at the block level. Compare with VSS Block-
based Transfer Component; see also File-based Transfer Component.

File-based Transfer Component. A PlateSpin Migrate software component, dynamically installed on
a source workload to facilitate volume data transfer at the file level. See also Block-Based Transfer
Component, VSS Block-based Transfer Component.

Auto-Discovery. See Network Discovery.

Capture Image. A PlateSpin Migrate job that captures an image of a workload in PlateSpin Image
format with an optional synchronization schedule for updating incremental changes. See also Deploy
Image.

Controller. See OFX Controller.

Conversion. Any workload portability operation irrespective of target infrastructure or business
purpose (workload-hardware decoupling, virtualization, or volume synchronization). Used
interchangeably with the term Migration throughout product collateral, the user interface, error
messages, and logs.

Copy. A PlateSpin Migrate peer-to-peer migration job that creates a duplicate of a workload, with a
new network identity, on a physical or virtual machine. Compare with Move.

Deploy Image. A PlateSpin Migrate job that converts a PlateSpin Image to a bootable workload on
physical hardware or on a virtual machine. See also Capture Image.
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Discover. See Discover Details.

Discover Details. A PlateSpin Migrate job that inventories the details of a supported workload or
target machine in preparation for a migration operation. Compare with Network Discovery.

I2P. Image-to-physical. A workload portability operation in which the source is a workload's PlateSpin
Image and the target is a bootable workload on physical hardware.

I2V. Image-to-virtual. A workload portability operation in which the source is a workload’s PlateSpin
Image and the target is a bootable workload on a virtualization platform.

I2X. Image-to-anything. A workload portability operation in which the source is a workload's PlateSpin
Image and the target is a bootable workload either on physical hardware or on a virtualization
platform.

Image. See PlateSpin Image.
Image server. See PlateSpin Image Server.

Import Image. A PlateSpin Migrate job that creates a PlateSpin Image by using either raw volume
data or third-party volume archives.

Job. A collection of the essential parameters of a workload portability, discovery, removal
(undiscovery), or related operation that you define, save, schedule, execute, and monitor in the
PlateSpin Migrate Client.

Migration. Any peer-to-peer workload portability operation in which a physical or virtual workload is
copied or moved into another physical or virtual infrastructure.

Move. A PlateSpin Migrate peer-to-peer workload migration task that moves a workload to a physical
or virtual machine. Compare with Copy.

Network Discovery. A PlateSpin Migrate feature, based on standard Windows network browsing
functionality, that automatically populates the PlateSpin Migrate Client's Servers view with the names
of Windows machines in the neighborhood. Compare with Discover Details.

Offline Migration. A type of migration, during which the source is shut down and booted into a
temporary pre-execution environment to enable communication among the source, the target, and
the PlateSpin Server.

OFX Controller. Operations Framework Controller. Software component that PlateSpin Migrate
installs on source and target machines to enable them to communicate with PlateSpin Server and
with each other.

P2C. Physical-to-cloud. A workload portability operation in which the target is Microsoft Azure and the
source is a physical machine.

P2l. Physical-to-image. A workload portability operation in which the source is a physical machine
and the target is the workload’s PlateSpin Image.

P2P. Physical-to-physical. A peer-to-peer workload portability operation in which the source is a
physical machine and the target is another physical machine on different hardware.

P2V. Physical-to-virtual. A peer-to-peer workload portability operation in which the source is a
physical machine and the target is virtual machine.
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P2X. Physical-to-anything. A workload portability operation in which the source is a physical machine
and the target is another physical machine (P2P migration), a virtual machine (P2V migration), or a
PlateSpin Image (P2l migration).

Peer-to-Peer. A workload portability operation in which both the source and the target are bootable
workloads, either physical or virtual (as opposed to operations in which either the source or the target
is a static PlateSpin Image). P2P, P2V, V2V, and V2P are all peer-to-peer portability operations; 12X
and X2| are not.

Prepare for Synchronization. A step in workload synchronization operations where the target is a
virtual machine in a Server Sync job. It automates the configuration and preliminary booting of the
target virtual machine, and registers it as a valid Server Sync target in the PlateSpin Migrate Client's
user interface. See Server Sync.

Raw Volume Data. A directory of files that constitute a volume suitable for a PlateSpin Image.

Role. One of the three kinds of Windows local user groups that define PlateSpin Migrate users with
specific access permissions: PlateSpin Migrate Administrator, PlateSpin Migrate Power User, and
PlateSpin Migrate Operator.

Semi-Automated Virtualization. A workload virtualization operation in which a workload's target
infrastructure is a virtual machine that is treated by PlateSpin Migrate as a physical machine. Applies
to target virtualization platforms for which PlateSpin Migrate provides limited workload portability
automation. Compare with X2P.

Server. See PlateSpin Server.

Server Sync. A workload portability operation that synchronizes the state of a physical or virtual
workload (Windows or Linux) with the state of another physical or virtual workload of the same OS
profile.

Source. The origin, or the infrastructure of the origin, of a workload portability operation (such as a
physical machine, a virtual machine, or a PlateSpin Image). Compare with Target.

Take Control. 1. See Offline Migration

2. The temporary pre-execution environment into which a Windows or Linux workload is booted
during offline migration.

Target. The outcome, or the infrastructure of the outcome, of a workload portability operation (such
as a physical machine, a virtual machine, or a PlateSpin Image). Compare with Source.

Undiscover. A PlateSpin Migrate job that discards information about a workload from its inventory
and removes any controllers installed. See also Discover Details.

V2C. Virtual-to-cloud. A workload portability operation in which the target is Microsoft Azure and the
source is a virtual machine.

V2lI. Virtual-to-image. A workload portability operation in which the source is a virtual machine and the
target is a PlateSpin Image.

V2P. Virtual-to-physical. A peer-to-peer workload portability operation in which the source is a virtual
machine and the target is a physical machine.

V2V. Virtual-to-virtual. A workload portability operation in which both the source and the target are
virtual machines on similar or different virtualization platforms.
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V2X. Virtual-to-anything. A workload portability operation in which the source is a virtual machine and
the target is another virtual machine, a physical machine, or a workload’s PlateSpin Image.

Workload. Any physical or virtual instance of a supported operating system, along with its
applications and data.

X2l. Anything-to-image. A workload portability operation in which the target is a workload'’s PlateSpin
Image and the source is a physical machine or a virtual machine.

X2P. Anything-to-physical. A workload portability operation in which the target is a physical machine
and the source is another physical machine, a virtual machine, or a workload’s PlateSpin Image.

X2V. Anything-to-virtual. A workload portability operation in which the target is a virtual machine and
the source is another virtual machine, a physical machine, or a workload’s PlateSpin Image.
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