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About this Book and the Library

The Administration Guide provides the administration information and tasks required to manage a
Sentinel deployment.

Intended Audience

This guide is intended for Sentinel administrators and consultants.

Other Information in the Library

The library provides the following information resources:

Installation and Configuration Guide

The Installation and Configuration Guide provides an introduction to NetlQ Sentinel and explains
how to install and configure Sentinel.

User Guide

Provides conceptual information about Sentinel. This book also provides an overview of the user
interfaces and step-by-step guidance for many tasks.

About this Book and the Library 13
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About NetlQ Corporation

We are a global, enterprise software company, with a focus on the three persistent challenges in your
environment: Change, complexity and risk—and how we can help you control them.

Our Viewpoint

Adapting to change and managing complexity and risk are nothing new

In fact, of all the challenges you face, these are perhaps the most prominent variables that deny
you the control you need to securely measure, monitor, and manage your physical, virtual, and
cloud computing environments.

Enabling critical business services, better and faster

We believe that providing as much control as possible to IT organizations is the only way to
enable timelier and cost effective delivery of services. Persistent pressures like change and
complexity will only continue to increase as organizations continue to change and the
technologies needed to manage them become inherently more complex.

Our Philosophy

Selling intelligent solutions, not just software

In order to provide reliable control, we first make sure we understand the real-world scenarios in
which IT organizations like yours operate — day in and day out. That's the only way we can
develop practical, intelligent IT solutions that successfully yield proven, measurable results. And
that's so much more rewarding than simply selling software.

Driving your success is our passion

We place your success at the heart of how we do business. From product inception to
deployment, we understand that you need IT solutions that work well and integrate seamlessly
with your existing investments; you need ongoing support and training post-deployment; and you
need someone that is truly easy to work with — for a change. Ultimately, when you succeed, we
all succeed.

Our Solutions

+ Identity & Access Governance

+ Access Management

+ Security Management

+ Systems & Application Management
+ Workload Management

+ Service Management

About NetlQ Corporation 15



Contacting Sales Support

For questions about products, pricing, and capabilities, contact your local partner. If you cannot
contact your partner, contact our Sales Support team.

Worldwide: www.netig.com/about_netig/officelocations.asp
United States and Canada: 1-888-323-6768
Email: info@netig.com
Web Site: www.netig.com

Contacting Technical Support

For specific product issues, contact our Technical Support team.

Worldwide: www.netig.com/support/contactinfo.asp
North and South America: 1-713-418-5555

Europe, Middle East, and Africa: +353 (0) 91-782 677

Email: support@netig.com

Web Site: www.netig.com/support

Contacting Documentation Support

Our goal is to provide documentation that meets your needs. If you have suggestions for
improvements, click the Comment icon in the HTML versions of the documentation posted at
www.netig.com/documentation and add your feedback. You can also email Documentation-
Feedback@netig.com. We value your input and look forward to hearing from you.

16 About NetlQ Corporation
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Getting Started

Sentinel is a Security Information and Event Management (SIEM) system that receives information
from many sources throughout an enterprise, standardizes it, prioritizes it and presents it to you to
make threat, risk and policy related decisions. For detailed information about Sentinel and its
components, see “Understanding Sentinel” in the NetlQ Sentinel Installation and Configuration
Guide.

This section provides information about the following:

+ Chapter 1, “Understanding Sentinel Applications,” on page 19
+ Chapter 2, “Adding a License Key,” on page 21
+ Chapter 3, “Security Considerations,” on page 23

Getting Started

17
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Understanding Sentinel Applications

Sentinel presents alerts in the Threat Response Dashboard and presents events in both the Sentinel

Main interface and also in the Sentinel Control Center.

The Threat Response Dashboard allows Operators to quickly view and triage alerts.

The Sentinel Main interface allows you to view existing events and interact with those events. Some

of the actions that you can perform include the following:

*

*

*

*

*

*

Configure data collection for event sources such as syslog, audit, and so on.
View events in real-time.

Analyze trends in data.

Correlate event data.

Visualize and analyze network flow data.

Generate reports.

Sentinel Control Center (SCC) is used primarily for administration and configuration. Some of the
actions that you can perform include:

*

Configure data collection for event sources such as Windows, database, Check Point server,
and so on.

Add contextual information to events.
Configure Actions and Integrators.
Manage Solution Packs

Accessing the Threat Response Dashboard

1 Launch a supported web browser.
2 Specify the URL of the Threat Response Dashboard:

https://<lP_Address/ DNS_Senti nel _server: 8443>

Where IP_Address/DNS_Sentinel_server is the IP address or DNS name of the Sentinel server

and 8443 is the default port for the Sentinel server.

3 Login as a user with permissions to access the dashboard.

Accessing the Sentinel Main Interface

If you are using the Threat Response Dashboard, click Sentinel Main.

To access the Sentinel Main interface through a browser:

1 Launch a supported web browser.
2 Specify the URL of the Sentinel Main interface:

https://<lP_Address/ DNS_Senti nel _server: 8443>/ senti nel / vi ews/ mai n. ht m

Understanding Sentinel Applications
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Where IP_Address/DNS_Sentinel_server is the IP address or DNS name of the Sentinel server
and 8443 is the default port for the Sentinel server.

3 Login as a user with permissions to access the desired feature.

Accessing the Sentinel Control Center

Access the Sentinel Control Center through the Sentinel Main interface.

1 Log in to the Sentinel Main interface:
https:// <l P_Address/ DNS_Senti nel _server:8443>/ senti nel / vi ews/ mai n. ht m

Where IP_Address/DNS_Sentinel_server is the IP address or DNS name of the Sentinel server
and 8443 is the default port for the Sentinel server.

2 In the toolbar, click Applications.
3 Click Launch Control Center.

NOTE: NetlQ Corporation leverages our partner company Novell for certificate signing services
under a trust model. Although the certificate says Novell, it is trusted through NetlQ Corporation.

4 Click Yes to accept the security certificate.
5 Specify a user name and password of a user that has rights to access the SCC, then click Login.

6 Click Accept or Accept Permanently to accept the security certificate.

The Sentinel Control Center launches in a new window.

Understanding Sentinel Applications



Adding a License Key

You can add a license key when installing Sentinel. This section provides information about adding
the license key after the Sentinel installation.

If you are using the temporary license key, you must add the enterprise license key before the
temporary key expires to avoid any interruption in the Sentinel functionality. For information about
how to purchase the license, see the Sentinel Product Web site.

You can add a license key either by using the Sentinel Main interface or through the command line.

+ “Adding a License Key By Using the Sentinel Main Interface” on page 21
+ “Adding a License Key through the Command Line” on page 21

Adding a License Key By Using the Sentinel Main
Interface

1 Log in to the Sentinel Main interface as an administrator.
2 Click About > Licenses.
3 In the Licenses section, click Add License.

4 Specify the license key in the Key field. After you specify the license, the following information is
displayed in the Preview section:

Features: The features that are available with the license.
Hostname: This field is for internal Novell use only.
Serial: This field is for internal Novell use only.

EPS: Event rate built into the license key. Beyond this rate, Sentinel generates warnings but will
continue to collect data.

Expires: Expiry date of the license. You must specify a valid license key before the expiry date
to prevent an interruption in functionality.

5 Click Save.

Adding a License Key through the Command Line

If you are using the Sentinel traditional installation, you can add the license through the command line
by using the sof t war ekey. sh script.
1 Log in to the Sentinel server as r oot .
2 Change to the / opt/ novel | / sent i nel / bi n directory.
3 Enter the following command to change to the novell user:
su novel |

4 Specify the following command to run the sof t war ekey. sh script.

./ sof t war ekey. sh
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5 Enter 1 to insert the license key.
6 Specify the license key, then press Enter.
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3 Security Considerations

This section provides information on how to securely maintain your Sentinel environment.

+ “Basic Security Considerations” on page 23

+ “Securing Sentinel Data” on page 24

+ “Best Practices” on page 24

+ “Network Communication Options” on page 32

+ “Sensitive Data Locations” on page 36

+ “Implementing Intruder Detection and Lockout Mechanisms” on page 37

+ “Applying Updates for Security Vulnerabilities in Embedded Third-Party Products” on page 38

Basic Security Considerations

Sentinel has undergone security hardening before being released. This section describes some of
the hardening mechanisms used in Sentinel.
+ “Traditional Installation” on page 23

+ “Appliance Installation” on page 23

Traditional Installation

+ All unnecessary ports are turned off.

+ Whenever possible, a service port listens only for local connections and does not allow remote
connections.

+ Files are installed with least privileges so that the least number of users can read the files.
+ Default passwords are not used.

+ Reports against the database are run as a user that only has SELECT permissions on the
database.

+ All web interfaces require HTTPS.

+ All communication over the network uses SSL by default and is configured to require
authentication.

+ User account passwords are encrypted by default when they are stored on the file system or in
the database.

Appliance Installation

In addition to the points mentioned in “Traditional Installation” on page 23, the appliance has
undergone the following additional hardening:

+ Only the minimally required packages are installed.
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+ The firewall is enabled by default and all unnecessary ports are closed in the firewall
configuration.

+ Sentinel is automatically configured to monitor the local operating systems syslog messages for
audit purposes.

Securing Sentinel Data

Because of the highly sensitive nature of data in Sentinel, you must keep the computer physically
secure and in a secure area of the network. To collect data from event sources outside the secure
network, use Collector Managers. For more information, see the NetlQ Sentinel Installation and
Configuration Guide.

Sentinel is compatible with disk encryption technologies. These technologies provide a higher level of
data privacy when they are used on file systems where Sentinel stores its data. However, software-
based encryption technologies, such as dm-crypt, have a significant CPU overhead, and they can
dramatically reduce the performance of Sentinel by 50% or more. However, hardware-based
encryption technologies have a much lower impact on the performance of the rest of the system and
are available from leading hard drive manufacturers.

Best Practices

Use the following best practices to secure your Sentinel server:

+ “Changing Passwords” on page 24

+ “Enforcing Password Policies for Users” on page 25

+ “Securing Communication with Collector Managers and Event Sources” on page 26
+ “Securing Communication for Traditional Storage” on page 26

+ “Auditing Sentinel” on page 26

+ “Determining if Data was Tampered” on page 26

+ “Using CA Signed Certificates” on page 30

Changing Passwords

To increase security, you can change the passwords of the system users created during the
installation of Sentinel. There are three types of users:

+ “Administration Users” on page 24
+ “Operating System Users” on page 25
+ “Application and Database Users” on page 25

Administration Users
The admi n user is the administrator user for Sentinel applications. You can use the administrator

credentials to log in to the Sentinel Main interface. The password is set during the installation
process.
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Operating System Users

The Sentinel server installation creates a novel | system user and a novell group that owns the
installed files within the i nst al | _di rect ory. The user’s home directory is set to / hone/ novel | . The
novell user does not have a password and cannot log in to the operating system unless you assign a
password after installation.

Application and Database Users

Sentinel application users are native database users and their passwords are protected by the native
database platform, unless you have configured LDAP authentication. These users have only read
access to certain tables in the database so that they can execute queries against the database. Users
authenticated by LDAP do not have read access on the database.

dbauser: The dbauser is created as a superuser who can manage the database and is typically the
user who can log in to pgAdmin for troubleshooting purposes. The password for the dbauser is the
same as the admin user password specified during installation. The password must meet
PostgreSQL database password standards.

appuser: The appuser is used to connect to the database for regular operations that do not require a
superuser. The password for the appuser is the same as the password for the admin user specified
during installation.

To modify the password for admi n, dbauser, or appuser, use the confi gur e. sh script. For more
information, see Appendix A, “Command Line Utilities,” on page 293. When you change the
password by using the script, Sentinel updates the password in all relevant places without any
manual intervention. However, if you try to change the password by any other method, the password
does not get updated in all of the relevant files and some parts of Sentinel might stop working.

NOTE: There is also a PostgreSQL database user that owns the entire database, including system
database tables. By default, the PostgreSQL database user is set to NOLOG N, so that no one can log
in as the PostgreSQL user.

Enforcing Password Policies for Users

To achieve robust password policy enforcement in Sentinel, use Sentinel's built-in password
complexity policy enforcement capability. For more information about configuring password
complexity, see “Configuring Password Complexity” on page 45.

You can also use an LDAP directory to authenticate Web application users. To enable this option by
using the Sentinel Main interface, see Chapter 5, “Configuring LDAP Authentication,” on page 49.
This option has no effect on accounts used by back-end services, which continue to authenticate
through PostgreSQL.
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Securing Communication with Collector Managers and
Event Sources

You can configure Sentinel to securely collect data from various event sources. However, secured
data collection is determined by the specific protocols supported by the event source. For example,
the Check Point LEA, Syslog, and Audit Connectors can be configured to encrypt their
communication with event sources.

For more information about the possible security features that you can enable, see the Sentinel Plug-
ins Web site (http://support.novell.com/products/sentinel/secure/sentinelplugins.html).

Securing Communication for Traditional Storage

For secondary storage, you must consider the security implications before deciding the type of
secondary storage location to use. If you are using CIFS or NFS servers as secondary storage
locations to store the Sentinel event data and raw data, remember that these protocols do not offer
data encryption. An alternative is to use direct attached storage (Primary, formerly known as local or
SAN), which does not have the same security vulnerabilities. If you choose to use CIFS or NFS, it is
important to configure the CIFS or NFS server to maximize the security of your data.

For more information about configuring the secondary storage location server settings, see
“Configuring Secondary Storage Locations” on page 63.

Auditing Sentinel

Sentinel generates audit events for many actions performed manually and also for actions performed
internally for system activities. Sentinel tags these events with the Sent i nel tag. To include these
events in a report, perform a search by using the rv145: Senti nel query and select include system
events. However, you must have the necessary permissions to view system events. For more
information, see Chapter 4, “Configuring Roles and Users,” on page 41.

Sentinel provides reports that are preconfigured to include only the events tagged with the Sent i nel
tag.

A well-audited Sentinel system not only audits events occurring within Sentinel, but also the
infrastructure on which Sentinel is running. You can set up data collection from the computers and the
devices that make up the Sentinel infrastructure and tag them with the Sent i nel tag to enable a
complete auditing of the systems that can affect the behavior of Sentinel. For appliance installations,
Sentinel is automatically configured to monitor the local operating system’s syslog messages for audit
purposes.

Determining if Data was Tampered

There are two approaches to verify that the event was not tampered while in storage.
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Event Data Approach

The event data approach involves proving that a particular event of interest has not been tampered
with. At a high level, this involves verifying that the partition that the event is stored in has not been
tampered. Since Sentinel computes integrity hashes at the partition level and not the per-event level,
the integrity check must be done at the partition level.

You can verify the integrity of event data by checking if the data in the secondary storage location has
been tampered. Immediately after an event data partition is copied from primary storage to secondary
storage, a hash is computed on the copy of the partition in the secondary storage. You can verify the
integrity of event data using the hash.

The hash is computed as follows:

1. In the event partition, the data in the following files are concatenated in the following order:
a. index.sqfs
b. All the files in the event s. evt directory, in alphabetical order.

2. The concatenation of the files is hashed using the SHA-256 algorithm.

3. The hash is base64 encoded. The base64 encoded hash value is stored in the row associated
with the event partition under the HASH column of the IXLOG_PART table. The event partition
directory name is stored under the NAME column of the IXLOG_PART table.

After the event partition is copied to the secondary storage, the hash value populates in the HASH
column of the IXLOG_PART table. You can determine if the integrity of the event partition has been
compromised by recomputing the hash of the event partition and comparing it with the HASH value in
the IXLOG_PART table.

NOTE: This approach depends on the concept that the hash is stored separately and securely from
the event data. The hash is stored in the authenticated Sentinel database whereas the event data is
stored on the file system (not within the database). You can further protect the hashes by taking
regular backups of the Sentinel database and storing the backups in an even more secure location.
You can retrieve the hashes later to check the event data integrity.

To verify whether the event data was tampered:

1 Determine the partition the event is stored in:

la Export the event of interest to a CSV file and including the RetentionPolicyID (rv171) field in
the export.

1b Note down the value in the RetentionPolicyID (rv171) field. It is a unique ID of the retention
policy under which the event is stored.

1c Find the exact partition by executing database queries by running the following command
as the novell user on the Sentinel server:

db. sh sgl SIEM dbauser "select name, part_date, hash, state, part_id,
ret_pol _id from | XLOG PART where ret_pol id="<retention_policy_ |ID>""

where <retention_policy ID> is the value in the RetentionPolicyID (rv171) field determined
in Step 1b.

1d Determine the exact partition by comparing the value in the EventTime field of the event
with the partition dates. The partition dates are in UTC. If you are viewing the EventTime in
your local time, you need to convert the time to UTC to find the right partition date.

2 Find the hash stored in the database for the partition by running the following command:
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db. sh sqgl S| EM dbauser "sel ect name, hash, state from | XLOG_PART where
name=' <partition_name>""

where <partition_name> is the name of the partition

The hash value is in base64 format. You need to convert the hash value to hexadecimal to
compare it with the value returned by sha256sum.

3 Convert the hash value found into hexadecimal.

echo "<hash>" | base64 -d - | hexdunmp -e '/1 "%92x" '
For example,
echo "I Ur p+hej hDoyb59ZRpo(@B8vpA8ei Zf | 2ySVCi bMoDXo=" | base64 -d - |

hexdunp -e '/ 1 "9%®2x" '

4 Calculate the hash of an event partition by executing the following command in the partition
directory.

cat index.sqfs events.evt/* | sha256sum

5 Compare the hash values calculated in Step 2 and Step 3. If they match, the event partition has
not been tampered with. If they do not match, the integrity of the file has been compromised.

Raw Data Approach

The raw data approach involves finding the raw data associated with the normalized event and
proving the raw data has not been tampered.

Sentinel stores the raw data files in one of the following locations:

+ Primary storage location: <Sent i nel data directory>/rawdata/online
¢ Secondary storage location: <Senti nel secondary storage directory>/rawdata_archive
If your secondary storage is NFS or CIFS, the NFS/CIFS share is automatically mounted to the / var/

opt/novel | / senti nel / dat a/ ar chi ve_r enpt e directory on the Sentinel server. If the secondary
storage is SAN, the NFS/CIFS share is mounted to the configured directory.

Each raw data file is a . gz compressed file.
To identify the raw data associated with the normalized event:
1 Perform the steps described in section, Event Data Approach. These steps are important
because the data in the event is required to find the associated raw data record.

2 In the event, find the value in the following fields:

+ RawDataRecordld: The ID of the raw data record that was normalized to create the event
is stored in this field. For example, B926DF62-462C-1031-8FE2-000C29E90B7D.

+ EventSourcelD: The ID of the event source the data came from. For example, 9DA14E20-
4595-1031-BE22-000C29E90B7D. In some cases, the display name is shown for the
EventSourcelD, such as: sles11sp2:Syslog:Map Output (universal).

+ SentinelProcessTime: the time when Sentinel processed the data. This information is
useful as an approximation of which raw data log file the data is stored in.

3 In the Sentinel Main interface, click Storage > Download Raw Data.
4 Identify the event source in the list that exactly matches the EventSourcelD.

5 Using the SentinelProcessTime, find the raw data files that have a date that is approximately
around this time.
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6 Download the raw data files that might have the raw data record.
7 Open the file and search for the RawDataRecordld.
8 After identifying the right raw data file, verify the integrity of the file by clicking Verify Integrity.

To determine if the deleted raw data files were tampered:

+ Verify the sequence number of JSON records. All JISON records have the same Chai nl Dwith a
monotonically increasing Chai nSequence number starting with zero. There are no gaps or
missing numbers in the Chai nl D sequence. If a new Chai nl Dis present, its Chai nSequence
begins with zero.If there are gaps in the sequence of numbers, the records were either tampered
or were manually deleted.

+ Verify the RawDat aHash against the RawDat a. To do this, convert the RawDat a value to a
sequence of bytes in UTF-8 format. Calculate a 256 SHA digest against those bytes. Convert the
digest to a HEX string, and compare the string with the value in Rawbat aHash. If they are not
identical, either the RawDat a or the RawDat aHash file was tampered.

If, for example, you want to compute the hash of a file on the file system on Linux, specify a command
similar to the following:

sha256sum F6673C60- 573A- 102D- ADEO- 003048306A7C/ 2010- 06/ 15- 1600. gz

For example, if you want to query the database for the hash of a file, you can specify a command
similar to the following:

db. sh sgl SIEM dbauser "sel ect FILE HASH from RAW DATA FI LES | NFO where
FI LE_NAME=' / F6673C60- 573A- 102D- ADEO- 003048306A7C/ 2010- 06/ 15- 1600. gz' ;"

However, there is a possibility that a person tampered the files in such a way that the tampering
cannot be detected, because the person also recomputed the sequence number or the RawDat aHash.
To determine if the raw data files were tampered, you can also use the hash key values of each raw
data file stored in the database. The Sentinel server calculates a hash key value for every raw data
file and stores it in the RAW DATA FI LES | NFO in the database.

The table has the following columns:
+ FILE_NAME: This column contains the relative file name in the following format:

<Event Source UUl D>/ <Dat e>/ <RawDat aFi | e>

¢ STATE: This column indicates if the raw data file is in the primary storage location or the
secondary storage location. If the value is ARCHI VED, the raw data file is in the secondary storage
location. If the value is ONLI NE or COVPRESSED, the raw data file is in the primary storage
location. If the value is DELETED, it indicates that the file is deleted from the disk and was not
present either in primary or in secondary storage location.

¢ FILE_HASH: The hash value is computed when the files are closed for writing. Therefore, only
files in the COVPRESSED or ARCHI VED state have a hash value.The FI LE_HASH column contains a
SHA256 hash key value computed over the contents of the file. The file is treated as a stream of
binary bytes to compute the hash. The hash is stored as a HEX string (lowercase).

To determine if a file is tampered, compute the SHA-256 hash, convert it to a HEX string (lowercase),
then compare this computed value with the hash value stored in the RAW DATA FI LES | NFQ. If the
values are different, it indicates that either the file or the database has been tampered.

To determine if the files were deleted in an unauthorized way, you can scan the records in the

RAW DATA FI LES | NFO and look for files whose STATE value is ARCHI VED, ONLI NE, or COVPRESSED.
You can ignore those marked DELETED. If the STATE value is ARCH VED, the raw data file should be in
the secondary storage location. If the STATE value is ONLI NE or COVPRESSED, the raw data file should
be in the primary storage location or the secondary storage location.
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Using CA Signed Certificates

Sentinel uses several digital, public-key certificates as part of establishing secure TLS/SSL
communications. During the initial configuration of Sentinel, these certificates are self-signed. In
some circumstances, it might be necessary to obtain certificates digitally signed by a certificate
authority (CA).

You can replace the self-signed certificate with a certificate signed by a well-known CA, such as
VeriSign, Thawte, or Entrust. You can also replace the self-signed certificate with a certificate digitally
signed by a less common CA, such as a CA within your company or organization.

NOTE: There are many well-known CAs and identifying which CAs are most commonly used varies
with country.

This section provides information about various certificates used in Sentinel, instructions about
configuring the TLS/SSL certificates to get them digitally signed by a CA, and then importing the
digitally signed certificates into Sentinel:

+ “Types of Certificates” on page 30
+ “Configuring the TLS/SSL Certificates” on page 31

+ “Using a Signed Certificate on Distributed Components” on page 32

Types of Certificates

+ “Web Server Certificate” on page 30
+ “Java Messaging Service Certificates” on page 30
+ “SSL Proxy Server Certificate” on page 30

Web Server Certificate
The web server certificate is used for the following purposes:

+ With web browsers to connect to the Sentinel Main interface.

+ Establish trust relationships for the REST API calls between Sentinel instances. For example, it
is used when configuring Data Federation.

If the web server certificate is not signed by a well-known CA and you connect to the Sentinel Main
interface, Sentinel displays the Connecti on i s Untrusted message.

Java Messaging Service Certificates
The Java Messaging Service (JMS) certificates include the following:

+ Broker Certificate
+ Client Certificate

The JMS certificates are used to establish secure communications between various components of
Sentinel, including the Sentinel server and remote Collector Managers.

SSL Proxy Server Certificate

The Client Proxy Server certificate is used to establish secure communication between the Sentinel
server and client applications, such as the Sentinel Control Center or the Solution Designer. This
certificate is not used with the Sentinel Main interface.
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Configuring the TLS/SSL Certificates

Sentinel provides the ssl _certs command line tool that helps with the certificate signing process.
This tool is available at:

<installation_root>/opt/novell/sentinel/setup/ssl_certs

You can run the tool in an interactive mode or with the command line specifications and options. To
see the command line options, change to the directory that contains ssl _certs, then run the - hel p
command.

Configuring the TLS/SSL certificates involves the following steps:

+ “Generating a Certificate Signing Request” on page 31
+ “Getting the Certificate Signing Requests Signed by the CA” on page 31
+ “Importing the Digitally Signed Certificates into Sentinel” on page 31

Generating a Certificate Signing Request

To obtain a digitally signed certificate, you must first generate a certificate signing request, which is
presented to the CA. To generate one or more certificate signing requests, perform the following
steps on the Sentinel server:

1 Login as the novel | user, or switch to the novel | user.

2 Change to the set up directory:
cd <install _dir>/opt/novell/sentinel/setup

Run the . /ssl _certs script.
Enter 1 to generate certificate signing requests.
Specify the service for which you want to obtain the signed certificates.

o 01~ W

Specify a filename where the certificate signing request must be saved.

The default filename is based on the internal name of the certificate entry.

7 Select another service if necessary, or enter 5 to exit from the service options.
8 Enter 4 to exit from the TLS/SSL certificate configuration.

The certificate signing requests are now saved in the specified files.

Getting the Certificate Signing Requests Signed by the CA

1 Submit the certificate signing requests to the CA for signature.
2 Obtain the signed certificate files from the CA.

The details of how this is done depend on the CA. For more information, consult your CA.

Importing the Digitally Signed Certificates into Sentinel

Copy the files that contains the digital certificates signed by the CA to the Sentinel server. If the files
are signed by an enterprise or organizational CA rather than a well-known CA, you must copy the
CA's self-signed root certificate to the Sentinel server.

To import the certificate files to the Sentinel server:

1 Log in as the novell user, or switch to novell user.
2 Change to the set up directory:
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cd $APP_HOVE/ set up

3 Runthe ./ssl _certs command.

4 (Conditional) For certificates that are signed by the enterprise or organizational CAs, enter 2,

6
7
8
9

10

then specify the name of the file that contains the CA root certificates.

(Conditional) For certificates that are signed by a well-known CA such as Verisign or Entrust,
enter 3.

Select the service for which you obtained the signed certificates.

Specify the name of the file that contains the CA's signed digital certificate.

Select another service if necessary, or enter 5 to select Done and exit from the service option.
Enter 4 to exit from the TLS/SSL certificate configuration.

Restart Sentinel.

Using a Signed Certificate on Distributed Components

You can use the same signed certificate you have used on Sentinel on the distributed components
such as Collector Manager, NetFlow Collector Manager, and Correlation Engine. To do this,
synchronize Sentinel certificate with the distributed components.

To synchronize the signed certificate with the distributed components after you have successfully
configured it for Sentinel using the steps provided in “Configuring the TLS/SSL Certificates” on
page 31, run the confi gure. sh script on each distributed component.

1

2
3

Log in to the distributed component computer to which you want to synchronize the signed
certificate as the novel | user.

Go to the / opt / novel | / sent i nel / set up directory.
Run the following command:
configure. sh

For more information about the conf i gur e. sh script, see the description in Table A-2 on
page 295.

This ensures that the distributed components use the same signed certificate that Sentinel uses, and
avoids any conflict.

Network Communication Options

Various components of Sentinel communicate across the network, and there are different types of
communication protocols used throughout the system. All of these communication mechanisms affect
the security of your system.

*

*

“Communication between Sentinel, Collector Manager, and Correlation Engine” on page 33

“Communication between Sentinel and the Sentinel Control Center and Solution Designer Client
Applications” on page 34

“Communication between Sentinel and NetFlow Collector Manager” on page 34
“Enabling Higher Versions of TLS for Communication” on page 34
“Communication between the Server and the Database” on page 35
“Communication with Web Browsers” on page 35
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+ “Communication between Sentinel and Elasticsearch” on page 35

+ “Communication between the Database and Other Clients” on page 35

Communication between Sentinel, Collector Manager, and
Correlation Engine

The communication between Sentinel server, Correlation Engine, and Collector Manager is by default
over SSL through ActiveMQ. The processes use the following configuration information in the
${esecurity.config. hone}/config/configuration.xmn:

<jms brokerURL="failover://(ssl://

${activeny.ip.server}:${activeny. port.userapps}?w reFormat. nmaxl nacti vi tyDurati on=3
0000) ?random ze=f al se" interceptors="conpression"

keyst ore="${esecurity. config. hone}/config/.activemyclientkeystore.jks"

keyst or ePasswor d="${sent i nel . keyst ore. password}" password-
file="${esecurity.config. hone}/config/activengusers.properties"

user name="${acti veny. cli ent. usernanme}"/>

The j s strategy shown in this XML snippet defines how the Sentinel process connects to the server.
This snippet defines the client-side settings of the connection.

Table 3-1 XML Entries in the configuration.xml File

XML Entry

Description

ssl://

Indicates that SSL is used for secure connection. You should not modify this
value.

${activemy.ip. server}

The hostname or IP address where the Java message service (JMS) server
is running.

${activeny. port. userapps}

The port that the JMS server is listening on. The default value is 61616.

?w reFor mat . max| nactivityDu
rati on=30000) ?r andom ze=f al
se"

This is where ActiveMQ configuration parameters are passed to the
transport mechanism. These entries should be modified only if you are an
ActiveMQ expert.

i nt er cept or s="conpr essi on"

Enables compression over the connection. You should not modify this
value.

keyst ore="${esecurity.confi
g. hone}/ confi g/
.activemmgclientkeystore.jks

The path to the Java keystore that is used to check if the server is trusted.

keyst or ePasswor d="${senti ne
| . keystore. password}"

The password to the Java keystore file.

passwor d-
file="%{esecurity.config.ho
ne}/ confi g/

activengusers. properties"

The location of the file containing the password to present to ActiveMQ for
authenticating the connection.

user name="${acti veny. cl i ent
. usernane}"

The user name to present to ActiveMQ for authenticating the connection.
This corresponds to a ActiveMQ user name in the password-fil e.

The server-side settings are defined in the / et ¢/ opt / novel | / senti nel / confi g/ activermy. xm file.
For instructions about how to edit the acti veng. xm file, see the ActiveMQ Web site (http://
activemq.apache.org/). However, NetlQ does not support modifying of the server-side settings.
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Communication between Sentinel and the Sentinel Control
Center and Solution Designer Client Applications

The Sentinel Control Center and Solution Designer client applications use SSL communication
through the SSL proxy server by default.

The client applications use SSL by reading the following information in / et ¢/ opt / novel | / sent i nel /
config/configuration.xm:

<strategy active="yes" id="proxied_ client"
| ocati on="com esecurity.common. conmuni cati on. strategy. proxystrategy. ProxiedCientS
trategyFactory">

<transport type="ssl">

<ssl host="10.0.0.1" port="10013" keystore="./novell/sentinel/

. proxyd i ent Keystore" />

</transport >

</ strategy>

Communication between Sentinel and NetFlow Collector
Manager

The NetFlow Collector Manager sends NetFlow data to the Sentinel server over HTTPS connections.

This connection utilizes a signed certificate from the Sentinel server to ensure that the NetFlow
Collector Manager communicates with the Sentinel server specified during NetFlow Collector
Manager installation. During the NetFlow Collector Manager installation, you are prompted to accept
the certificate from the Sentinel server. Upon accepting the certificate, the Sentinel server stores the
certificate in the / et c/ opt / novel | / senti nel / confi g/ . webser ver keyst or e. j ks file. When the
NetFlow Collector Manager initiates a communication with the Sentinel server, the server validates
the connection to ensure that the certificate matches.

In addition to the certificate check, the NetFlow Collector Manager also authenticates a SAML token
with a valid Sentinel user name and password, which has the appropriate permission to send network
flow data to Sentinel.

Enabling Higher Versions of TLS for Communication

Some Sentinel components allow TLSv1.0 for communication. To improve the security posture and to
prevent known vulnerabilities, you can disable TLSv1.0.

Perform the following steps on Sentinel server, Collector Manager, Correlation Engine, and
NetFlow Collector Manager:

1 Log in as the novell user.
2 Editthe /opt/novel | /sentinel/jdk/jrel/libl/security/java.security file.
3 Add TLSv1 to the list of disabled algorithms as follows:

jdk.tls.disabl edAl gorithns=SSLv3, TLSvl, RC4, NMD5wi thRSA, DH keySi ze < 768

4 Restart the Sentinel services.
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Communication between the Server and the Database

The protocol used for communication between the server and the database is defined by a JDBC
driver.

Sentinel uses the PostgreSQL driver (post gr esql - ver si on. j dbc3. j ar) to connect to the
PostgreSQL database, which is a Java (Type 1V) implementation. This driver supports encryption for
data communication. To download the driver, refer to the PostgreSQL Download Page (http://
jdbc.postgresql.org/download.html). To configure the encryption, refer to PostgreSQL Encryption
Options (http://www.postgresqgl.org/docs/8.1/static/encryption-options.html).

NOTE: Turning on encryption has a negative impact on the performance of the system. Therefore,
this security concern needs to be weighed against your performance needs. The database
communication is not encrypted by default for this reason. Lack of encryption is not a major concern
because communication with the database occurs over the localhost network interface.

Communication with Web Browsers

The web server is by default configured to communicate via HTTPS. For more information, see the
Jetty documentation (http://wiki.eclipse.org/Jetty/Howto/Configure_SSL).

Communication between Sentinel and Elasticsearch

If you have configured Sentinel with scalable storage, Sentinel uses Elasticsearch to index events.
Elasticsearch cluster nodes can be accessed by various clients. Sentinel provides a security plug-in
that authenticates and authorizes access to Elasticsearch. The plug-in uses either a SAML token or a
whitelist for validation depending on how the clients connect. For more information about securing
Elasticsearch using this plug-in, see “Securing Elasticsearch” on page 86.

Communication between the Database and Other Clients

You can configure the PostgreSQL SIEM database to allow connections from any client computer
that uses pgAdmin or another third-party application.

The PostgreSQL database is compiled with the --wi t h- openssl flag. You can configure it to use
encrypted communication, although that is not the default setting. Typically all database
communication in Sentinel is performed locally and not over the network.

To allow pgAdmin to connect from any client computer, add the following line in the / var/ opt /
novel | / sentinel / 3rdparty/ post gresql / dat a/ pg_hba. conf file:

host all all 0.0.0.0/0 nd5

If you want to limit the client connections that are allowed to run and connect to the database through
pgAdmin, specify the IP address of the host in the above line.

The following line in the pg_hba. conf file is an indicator to PostgreSQL to accept connections from
the local computer so that pgAdmin is allowed to run only on the server.

host all all 127.0.0.1/32 nd5

To allow connections from other client computers, you can add additional host entries in the
pg_hba. conf file.
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To provide maximum security, by default, PostgreSQL only allows connections from the local
computer.

Sensitive Data Locations

For certain components, passwords must be stored so that they are available to the components
when the system needs to connect to a resource such as a database or an event source. In this case,
the password is first encrypted to avoid unauthorized access to the clear-text password.

Even if the password is encrypted, you must ensure that the access to the stored password data is
protected to avoid password exposure. For example, you can set permissions to ensure that files with
sensitive data are not readable by other users.

Database credentials are stored in the / et ¢/ opt/ novel | / sent i nel / confi g/ obj -
conponent . Connect i onManager . properti es file.

user name=appuser
dat abase=S| EM
passwor d=<passwor d>

The following database tables store passwords (/certificate) in encrypted format. You must limit
access to these tables.

¢ EVT_SRC: column: evt_src_config column data

¢ evt_src_collector: column: evt_src_collector_props

+ evt_src_grp: column: evt_src_default_config

+ md_config: column: data

+ integrator_config: column: integrator_properties

+ md_view_config: column: view_data

¢ esec_content: column: content_context, content_hash

¢ esec_content_grp_content: column: content_hash

+ sentinel_plugin: column: content_pkg, file_hash

Sentinel stores both configuration data and event data in the following locations:
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Table 3-2 Locations for Configuration Data and Event Data

Components Location for Configuration Data Location for Event Data

Sentinel server The database tables and file system at The database (for example,
/etc/opt/novel | /sentinel/ CORRELATED_EVENTS and EVT_RPT_*
config. tables) and the file system at / var/ opt /

) ] o o novel | / sentinel / dat a/ event dat a, /
This configuration information includes 5,/ opt/novel | / senti nel / dat a/

the encrypted database, event source, andat a, / var/ opt / novel | / sent i nel /

integrators, and passwords. dat a/ server. cache, / var/ opt/ novel | /
sentinel / dat a/ map_dat a, and / var/ opt /
novel | / sentinel / 3rdparty/ mongodb.

Collector Manager The file system at/ et ¢/ opt/ novel | / Event data might be cached on the file system
sentinel / confi g. The most during error conditions such as the message
sensitive configuration information is  bus being down or event overflow. This event
the client key pair used to connectto  data is stored in the / var / opt / novel | /
the message bus. sentinel /data/col | ector_mgr. cache

directory.

Implementing Intruder Detection and Lockout
Mechanisms

Sentinel supports intruder detection and lockout to prevent potential brute-force attacks. Sentinel
provides several configurable parameters that help you implement intruder detection and lockout
mechanisms.

+ failedAuthDelay: Specifies the duration in milliseconds that a subsequent authentication
request must wait after a failed authentication for a specific user. The default value is 2000 (2
seconds). If the value is 0, the delay is disabled. This wait period is calculated for each user. If an
authentication request for User A fails, it does not cause a delay for an authentication request for
User B.

+ intruderDetectInterval: Specifies the time period in milliseconds in which consecutive failed
authentication requests for a user must occur for Sentinel to identify the failures as a possible
intruder detection. For example, if the value is 300000 (5 minutes) and four failed authentication
requests happen within 4 minutes, but the 5th consecutive request happens 5:01
(minutes:seconds) later than the 1st failed request, Sentinel does not consider the requests
suspicious. If the value is 360000 (6 minutes) and the same sequence of failed requests happen,
Sentinel considers the requests to be suspicious. The default value for this parameter is 300000
(5 minutes).

+ intruderDetectMaxFailedAttempts: Specifies the number of consecutive, failed authentication
requests that must occur for Sentinel to consider a user name during the
i ntruder Det ect | nterval for the requests as suspicious. If the value is 0 then intruder
detection and lockout is disabled. The default value for this parameter is 5.

+ intruderDetectLockPeriod: Specifies the duration that a Sentinel user account remains locked
when the user account is automatically locked in response to a suspicious series of failed
authentication requests. If the value is 0, automatically locked accounts are not automatically
unlocked. They must be unlocked manually by an administrator. The default value for this
parameter is 900000 (15 minutes).
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+ intruderDetectAdminAutoLock: Specifies whether or not the Sentinel admin account is subject
to automatic locking in response to a series of failed authentication requests. The default is
f al se since a denial-of-service attack exists in which an attacker can continually lock the built-in
admin account, unless there is a separate administrator account.

The values listed above are defined in the Aut hent i cati onSer vi ce component of the / et c/ opt /
novel | / sentinel / confi g/ server.xmn file. To customize the Aut henti cati onServi ce component,
see “Maintaining Custom Settings in XML Files” on page 275.

Applying Updates for Security Vulnerabilities in
Embedded Third-Party Products

Sentinel contains embedded third-party products such as JRE, Jetty, PostgreSQL, and ActiveMQ.
Sentinel includes patches to address the security vulnerabilities (CVE) for these products when
updates for Sentinel are released.

However, each of these products has its own release cycle, which means that there might be CVEs
that are discovered before a Sentinel update is released. You need to separately review the CVEs for
each embedded third-party product, and decide whether to apply these updates to your Sentinel
system outside of the Sentinel updates.

If you decide to apply patches to address these CVESs outside of a Sentinel update, contact NetlQ
Technical Support.
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I I Configuring Roles and Users

This section provides information about configuring roles and users that can use Sentinel.

+ Chapter 4, “Configuring Roles and Users,” on page 41
+ Chapter 5, “Configuring LDAP Authentication,” on page 49
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Configuring Roles and Users

In Sentinel, you can add, edit, and delete roles. You can also grant different permissions at the role
level, and edit the details of user and role profiles.

+ “Overview” on page 41
+ “Creating Roles” on page 42
+ “Configuring Password Complexity” on page 45

+ “Creating Users” on page 46

Overview

You can create different user roles and assign them different permissions. Role assignment helps you
control users access to functionality, data access based on fields in the incoming events, or both.
Each role can contain any number of users. Users belonging to the same role inherit the permissions
of the role they belong to. You can set multiple permissions for a role.

Sentinel has the following roles by default:

Administrator: A user in this role has administrative rights in the Sentinel system. You cannot delete
users in this role. Administrative rights include the ability to perform user administration, data
collection, data storage, search operations, rules, report, dashboard, and license management.

You cannot modify or delete the administrator role.

Database Administrator: A user in this role has access to events coming from database event
sources. The Collector parsing the data from the event source determines the type of the event
source (database). A user in this role can view data that matches filter r v32: " DB" and search data
targets.

Data Proxy User: This is a system role for proxy users. This role is critical to setting up another
Sentinel system to access your local Sentinel system using the Data Federation feature.

Incident Administrator: A user in this role can manage incidents in the system and control incidents
being handled by other users.

NetFlow Provider: A user in this role can send NetFlow data to Sentinel and manage NetFlow
Collector Managers. A user in this role can also view and analyze the NetFlow data.

Network Administrator: A user in this role can administer network infrastructure devices, such as
routers, switches, and VPNSs. This role has access to events coming from devices in the category
NETD or VPN (as determined by the Collector parsing the data) or from event sources with the Net wor k
tag. Set the Net wor k tag on network infrastructure event sources to allow users in this role to view the
events. A user in this role can view data that matches filter r v32: "NETD' OR rv32: "VPN' OR
rv145: "Net wor k", and can search data targets.

Network Security Administrator: A user in this role can administer network security infrastructure
devices, such as firewalls, Ides, and Web proxies. This role has access to events coming from
devices in the category AV, FW, or IDS (as determined by the Collector parsing the data) or from
event sources with the Net wor kSecuri ty tag. Set the Net wor kSecuri ty tag on network
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infrastructure event sources to allow users in this role to view the events. A user in this role can view
data that matches filter rv32: "AV" OR rv32:"FW OR rv32:"IDS" CR
rv145: "Net wor kSecurity", and can search data targets.

Operator A user in this role can manage alerts, view Security Intelligence Dashboards, share alert
and event views, run reports, view and rename reports, and delete report results. The Threat
Response Dashboard allows Operators to triage alerts quickly and efficiently.

PCI Compliance Auditor: A user in this role has access to view events that are tagged with at least
one of the regulation tags such as PCI, SOX, HIPAA, NERC, FISMA, GLBA, NISPOM, JSOX, and
ISO/IEC_27002:2005, and can view system events, view the Sentinel configuration data, and search
data targets.

Report Administrator: A user in this role can run reports, view, rename and delete report results,
add and delete report templates and report results, run reports on configuration database, export all
reports, and save search results as a report. A Report Administrator can also tag report templates
and report results. The Report Administrator can search report templates and report results based on
these tags.

Security Policy Administrator: A user in this role can implement the security policies within the
system for users to access anomaly detection, correlation, incident remediation, and iTRAC
workflows.

System Event Monitor: A user in this role can monitor the Sentinel system for errors or outages.
This role has access only to events coming from Sentinel systems. A user in this role can also access
data coming from event sources that Sentinel is dependent on. For example, you can tag operating
systems on which Sentinel and the Collector Managers are running with a Sentinel event source tag
so that the users in this role can monitor problems in the operating systems. A user in this role can
view data that matches filter r v145: " Sent i nel ", view system events, and search data targets.

Unix Administrator: A user in this role has access to events from operating system event sources
that are not Windows computers.The type of the event source is determined by verifying the Collector
parsing data and also by verifying if a W ndows tag is present. A user in this role can view data that
matches filter (rv32: " 08" NOT (("M crosoft?Active?Directory*" NOT

nsg: "M crosoft?Active?Directory*") OR ("M crosoft?Wndows*" NOT

neg: "M crosof t ?Wndows*"))) NOT rv145: "W ndows" and search data targets.

User: A user in this role can manage dashboards, run reports, view and rename reports, and delete
report results.

Windows Administrator: A user in this role can administer Windows computers. This role has
access to data generated by Windows event sources. The type of the event source is determined by
verifying the Collector parsing the data. If data from a Windows event source is not being processed
by the Active Directory or the Windows Collector, add the W ndows tag to event sources to indicate
that Windows data is being collected from the event source. This enables the Windows administrator
to access the data. A user in this role can view data that matches filter (rv32: " 08" AND
(("Mcrosoft?Active?Directory*" NOT msg:"M crosoft?Active?Directory*") OR

("M crosoft ?W ndows*" NOT nsg: "M crosoft?Wndows*"))) OR rv145: "W ndows" and search
data targets.

Creating Roles

Roles allow you define what a user can manage and what data they can view. Permissions are
granted to the role, and then the user is assigned to the role.
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Creating a Role

1 Log in to the Sentinel Main interface as an administrator.
2 Click Users in the toolbar.
3 Select a tenant from the Tenant drop-down list to assign a tenant to the role.

Users created under this role will have access to view events from the selected tenant.

4 Click Create in the Roles section to create a new role.

5 Use the following information to create the role:

Role name: Specify a unique name for the role. A role name should not exceed 40 characters.

Description: Specify a description of the role.

Users with this role can: Select the permissions that a role grants to users assigned to the

role.

+ View all event data: Select this option to allow users to view all the data in the Sentinel
system. If you select this option, you must select one or more of the following permissions:

*

Manage Correlation Engine/Rules: Allows users to manage Correlation rules and all
data associated with these rules. The Correlation feature is displayed in the Sentinel
Main interface only if this permission is selected.

Manage and View Security Intelligence Dashboards: Allows user to view, create,
and manage the Security Intelligence dashboards and the data displayed in the
dashboards. The Security Intelligence option is displayed in the Sentinel Main interface
only if this permission is selected.

View Security Intelligence Dashboards: Allows user to view the Security Intelligence
dashboards and the data displayed in the dashboards. The Security Intelligence option
is displayed in the Sentinel Main interface only if this permission is selected.

+ View the following data: Select this option to allow users to view only selected data in the
Sentinel system.

*

Only events matching the filter: Allows users to view only the events returned by the
specified search query. For example, if you set the filter value to sev: 5, users with this
permission can view only events of severity five in a search.

For more information about using filters, see “Configuring Filters” in the NetlQ Sentinel
User Guide.

Select one or more of the following permissions to use when viewing the filtered data:
View NetFlow data: Allows users to view and analyze the network flow data.

Search Data Targets: When this permission is set on a role, all members of that role
can perform searches on Sentinel systems that are in a distributed location.

For more information on distributed searching and reporting, see Chapter 20,
“Configuring Data Federation,” on page 197.

View asset data: Allows users to view asset data.
View asset vulnerability data: Allows users to view vulnerability data.

View data in the embedded database: Allows users to view the data in the
embedded database.

View people browser: Allows users to view the data in the Identity Browser.
View system events: Allows users to view the Sentinel system events.
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+ Allow users to access reports: Select this option to allow users to access and manage
reports.

+ Manage reports: Allows users to create, modify, run, and delete reports.

+ Import reports: Allows users to import reports.

+ Run reports: Allows users to only run reports.

+ Allow users to manage alerts: Select this option to allow users to view and manage
alerts. Select either of the following options:

*

*

Manage all alerts: Allows the users to view and edit all the alerts and configure alert
creation.

Manage only alerts that match the following criteria: Allows the users to view and
edit the alerts that match the specified criteria. This permission also allows the role to
configure alert creation.

+ Incidents: Select one of the followings permissions that enable users to manage incidents:

*

*

*

*

View incidents assigned to user: Allows a user to view any incident that is assigned
to them.

View or create incidents an add events to incidents: Allows users to create
incidents and add events to the incidents.

Create, modify and execute actions on assigned incidents: Allows users to create,
modify, and execute actions on incidents that are assigned to them.

Manage all aspects of incidents: create, modify and delete: Allows users to
manage all incidents.

¢ Sharing: Allows users in the role to share real-time views, filters, and reports with other
users.

+ Miscellaneous: Assign miscellaneous permissions as necessary:

*

Create and use Event Views: When this permission is set on a role, all members of
this role can create and use Event Views. For more information, see “Viewing Events in
Real-Time” in the NetlQ Sentinel User Guide.

Edit knowledge base: Allows users to view and edit the knowledge base in the Alert
Details page.

Manage Tags: When this permission is set on a role, all members of this role can
create, delete, and modify tags, and associate tags to different event sources. For
more information about tags, see “Configuring Tags” in the NetlQ Sentinel User Guide.

Manage roles and users: Allows non-administrator users to administer specific roles
and users. For example, in a multitenancy environment, the MSSP administrator can
delegate the responsibility of administering a tenant's roles and users to the tenant,
thus reducing the load on the MSSP administrator.

Proxy for Authorized Data Requestors: When this permission is set on a role, the
members of this role can accept searches from remote data sources. For more
information, see Chapter 20, “Configuring Data Federation,” on page 197.

Send NetFlow data: Allows users to send network flow data from the NetFLow
Collector Manager to the Sentinel server.

Share search filters: When this permission is set on a role, all members of this role
can share search filters that they have created. For more information about sharing
filters, see “Configuring Filters” in the NetlQ Sentinel User Guide.

Solution Designer access: When this permission is set on a role, all members of this
role can access Solution Designer. For more information, see “Solution Designer” on
page 240.
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+ View and execute event actions: When this permission is set on a role, all members
of this role can view events and execute actions on the selected events. For more
information, see “Manually Performing Actions on Events” in the NetlQ Sentinel User
Guide.

+ View detailed internal system state data: When this permission is set on a role, all
members of this role can view detailed internal system state data by using a JMX
client.

+ View knowledge base: Allows users to view the knowledge base in the Alert Details
page.
6 Click Save.

To create users for this role, see “Creating Users” on page 46.

Configuring Password Complexity

A complex password improves security by preventing password guessing attacks. Sentinel provides
a set of password validation rules that help you maintain a complex password for all local user
passwords. You can select the desired validation rules as applicable for your environment.

You can configure the password validation rules in the /et c/ opt / novel | / senti nel / confi g/
passwor dr ul es. properti es file. The validation rules apply only to the local user passwords and not
LDAP user passwords. For existing users, validation rules apply only after the users update their
password.

By default, all the validation rules are disabled and commented with #. To enable validation rules,
uncomment the rules, specify the values for the rules, and save the file.

The following table describes the password complexity validation rules:

Table 4-1 Password Complexity Rules

Validation Rule Description

MINIMUM_PASSWORD_LENGTH Specifies the minimum number of characters required in a
password.

MAXIMUM_PASSWORD_LENGTH Specifies the maximum number of characters allowed in a
password.

UNIQUE_CHARACTER_LENGTH Specifies the minimum number of unique characters required in a
password.

For example, if the UNIQUE_CHARACTER_LENGTH value is 6
and a user specifies the password as "aaaabbccc", the Sentinel
does not validate the password because it contains only 3 unique
characters a, b, and c.

LOWER_CASE_CHARACTERS_COUNT Specifies the minimum number of lowercase characters required
in a password.

UPPER_CASE_CHARACTERS_COUNT Specifies the minimum number of uppercase characters required
in a password.

ALPHABET_CHARACTERS_COUNT Specifies the minimum number of alphabetic characters required
in a password.
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Validation Rule Description

NUMERIC_CHARACTERS_COUNT Specifies the minimum number of numeric characters required in a

password.

NON_ALPHA_NUMERIC_CHARACTERS Specifies the minimum number of non-alphanumeric or special
_COUNT characters required in a password. The rule considers only the

following non-alphanumeric characters:

TSl @# s %Nt et () - L=+l {1FN | s

>, /7

RESTRICTED_WORDS_IN_PASSWORD Specifies the words that are not allowed in a password. The

restricted words are case-insensitive. You can specify multiple
words separated by a comma.

For example,

RESTRICTED_WORDS_IN_PASSWORD= admin,password,test

Creating Users

Adding a user in the Sentinel system creates an application user who can then log in to Sentinel. You
also assign roles when you create the user.

1
2
3
4

Log in to the Sentinel Main interface as an administrator.

Click Users.

Click Create in the Users section.

Specify the name and email address of the user.

The fields with an asterisk (*) are mandatory, and the user name must be unique.

A user name cannot exceed 30 characters, and you can use extended characters when you
create it.

5 Select a role for the user.

6 Select the authentication type:

Local: Select this option for the server to authenticate the user login against the internal
database. By default, the Local option is selected.

Directory: The Directory option is enabled only if you have configured the Sentinel server for
LDAP authentication. Select this option for the server to authenticate the user login against an
LDAP directory.

(Conditional) If you specified Local for the authentication type in Step 6, specify any user name
in the Username field and continue with Step 9.

(Conditional) If you specified Directory for the authentication type in Step 6, specify the user
name according to the settings you used when you configured LDAP, then continue with Step 11.

+ If you selected Yes for Anonymous Search: The user name must be the same as the
LDAP directory user name.

+ If you selected No for Anonymous Search and did not specify the domain name: The
user name does not need to be the same as the LDAP directory user name.

You must also specify the LDAP User DN. If Base DN was set, the Base DN is appended to
the relative user DN to construct the absolute user DN.
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11

12

For example, if the Base DN was set to o=net i ¢ and the absolute user DN is
cn=sentinel _| dap_user, o=neti q only the relative user DN for example,
cn=senti nel _| dap_user can be specified.

When some reserved special characters are used as literals in an LDAP User DN, they must
be escaped with a backslash (\). The following characters must be escaped:

+ Aspace or '# character occurring at the beginning of the string
+ A space character occurring at the end of the string
+ Any one of the characters, +, “, \, <, > or;
For more information, see LDAPV3 Distinguished Names.
For example, if the LDAP User DN contains a',' (comma) as a literal, specify the LDAP User
DN as follows:
CN=Test\, User, CN=User s, DC=net i g, DC=com

eDirectory or Active Directory might require additional characters to be escaped. Refer the
eDirectory or Active Directory documentation for any additional characters to be escaped.

+ If you selected No for Anonymous Search and specified the domain name: The user
name must be the same as the LDAP directory user name.

Specify a password in the Password field.

NOTE: For local user password, ensure that the password adheres to the password complexity
validation rules. For more information, see “Configuring Password Complexity” on page 45.

Re-enter the password in the Verify field.

The Title, Office #, Ext, Mobile #, and Fax. fields are optional. The phone number fields allow
any format. Make sure you enter a valid phone number so that the user can be contacted
directly.

Click Save.
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Configuring LDAP Authentication

Sentinel supports LDAP authentication in addition to database authentication. You can configure a
Sentinel server for LDAP authentication to enable users to log in to Sentinel with their LDAP directory
credentials.

NOTE: Sentinel LDAP authentication has been tested with Novell eDirectory and Microsoft Active
Directory. Other LDAP compliant directories might be used, but have not been tested. If an issue is
encountered with a directory that has not been tested, support will be provided to the extent that the
issue can be reproduced on one of the tested directories.

+ “Overview” on page 49

+ “Prerequisites” on page 50

+ “Setting Up LDAP Authentication” on page 50

+ “Logging in by Using LDAP User Credentials” on page 53

+ “Configuring Multiple LDAP Servers for Failover” on page 53

Overview

LDAP authentication can be performed either using an SSL connection or an unencrypted connection
to the LDAP server.

You can configure the Sentinel server for LDAP authentication either with or without using
anonymous searches on the LDAP directory.

NOTE: If anonymous search is disabled on the LDAP directory, you must not configure the Sentinel
server to use anonymous search.

+ Anonymous: When you create Sentinel LDAP user accounts, the directory user name must be
specified and the user distinguished name (DN) does not need to be specified.

When the LDAP user logs in to Sentinel, the Sentinel server performs an anonymous search on
the LDAP directory based on the specified user name, finds the corresponding DN, then
authenticates the user login against the LDAP directory by using the DN.

+ Non Anonymous: When you create Sentinel LDAP user accounts, the user DN must be
specified along with the user name.

When the LDAP user logs in to Sentinel, the Sentinel server authenticates the user login against
the LDAP directory by using the specified user DN and does not perform any anonymous search
on the LDAP directory.

There is an additional approach applicable only for Active Directory. For more information, see
“Domain Name:” on page 51.
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Prerequisites

+ “Exporting the LDAP Server CA Certificate” on page 50
+ “Enabling Anonymous Search in the LDAP Directory” on page 50

Exporting the LDAP Server CA Certificate

If you want to connect to the LDAP server by using an SSL connection and the LDAP server
certificate is not signed by a well-known certificate authority (CA), you must export the LDAP server
CA certificate to a Base64-encoded file.

+ eDirectory: See “Exporting an Organizational CA's Self-Signed Certificate” (http://
www.novell.com/documentation/edir88/edir88/?page=/documentation/edir88/edir88/data/
a7elxug.html).

To export an eDirectory CA certificate in iManager, the Novell Certificate Server plug-ins for
iManager must be installed.

+ Active Directory: See “How to enable LDAP over SSL with a third-party certification authority”
(http://support.microsoft.com/kb/321051).

Enabling Anonymous Search in the LDAP Directory

To perform LDAP authentication using anonymous search, you must enable anonymous search in
the LDAP directory. By default, anonymous search is enabled in eDirectory and is disabled in Active
Directory.

+ eDirectory: See IdapBindRestrictions in section Attributes on the LDAP Server Object (http://
www.novell.com/documentation/edir88/edir88/data/agq8auc.html).

+ Active Directory: Enabling anonymous binds for Active Directory requires two steps. These
steps are the same for both Windows 2003 and Windows 2008 Active Directory.

+ Enable Anonymous LDAP Operations: By default, anonymous LDAP operations are
disabled in Active Directory. You must enable anonymous LDAP operations in Active
Directory by setting the dsHeuristics attribute to an appropriate value.

For more information, see Anonymous LDAP operations in Windows 2003 AD (http://
www.petri.co.il/anonymous_ldap_operations_in_windows_2003_ad.htm).

+ Assign Permissions to the ANONYMOUS LOGON User: The Read and List Contents
permissions must be assigned to the ANONYMOUS LOGON user.

For more information, see Granting anonymous read access (http://www.petri.co.il/
anonymous_ldap_operations_in_windows_2003_ad.htm).

Setting Up LDAP Authentication

1 Log into Sentinel Main interface as an administrator.

2 Click Users in the toolbar.

3 On the Users page, click the LDAP Settings tab.

4 Specify the following to configure LDAP authentication:
Host: Specify the hostname or the IP address of the LDAP server.
This is a required field if you select the SSL option.
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SSL: Select this option if you want to connect to the LDAP server by using a Secure Socket
Layer (SSL) connection.

Port: Specify the port number for the LDAP connection. The default SSL port number is 636 and
the default non-SSL port number is 389.

Certificate File Path: Specify the path of the CA certificate file for the LDAP server.

This field should be used only if you selected the SSL option and if the LDAP server certificate is
not signed by well-known CA and is not trusted by default.

Anonymous Search: Select Yes to perform anonymous searches or select No if you do not
want to perform anonymous searches on the LDAP directory.

Base DN: Specify the root container to search for users, such as o=netiq for eDirectory or
cn=users,dc=example,dc=co for Active Directory.

+ If Anonymous Search is Yes: Specify the root container in the LDAP directory to search
for users.

This is optional for eDirectory, and mandatory for Active Directory. For eDirectory, if the
Base DN is not specified, the entire directory is searched to locate the users.

+ If Anonymous Search is No: Specify the root container in the LDAP directory that contains
the users.

This is mandatory if you are using Active Directory and if you set a domain name. For all
other cases, this is optional.

Search Attribute: Specify the LDAP attribute holding the user login name. This is used to
search for users.

For example:
+ eDirectory:
ui d
+ Active Directory:
sAVAccount Nane

This field is available only if you selected Yes for Anonymous Search.
Domain Name: Specify the name of the Active Directory domain.

This is an additional approach applicable only for Active Directory for performing LDAP
authentication without using anonymous search.

When you specify the Domain Name, username@domainname (userPrincipalName) is used to
authenticate the user before searching for the LDAP user object.

For example, test.example.com

This field is applicable only for Active Directory and is available only if you selected No for
Anonymous Search.

NOTE: If Base DN is set and Domain Name is not set, the Base DN is appended to the relative
user DN to construct the absolute user DN.

For example, if the Base DN is set to o=net i g and the absolute user DN is
cn=sentinel _| dap_user, o=neti q when the LDAP user account is created, only the relative
user DN of cn=sent i nel _| dap_user can be specified.

5 Click Test Connection to test whether the LDAP connection is successful.
5a Specify the test credentials to connect to the LDAP server:
If Anonymous Search is Yes: Specify the user name and password.
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If you selected No for Anonymous Search and did not specify the Domain Name:
Specify the user DN and password. The user DN can be relative to the Base DN.

The User DN is based on the RFC 2253 standard. According to RFC 2253, when some
reserved special characters are used as literals in a User DN, they must be escaped with a
backslash (\). The following characters must be escaped:

+ A space or # character occurring at the beginning of the string

+ A space character occurring at the end of the string

+ One of the characters , +, ", \, <, >or;
For more information, see RFC 2253 (http://www.ietf.org/rfc/rfc2253.1xt).
For example, if the User DN contains a comma (,) as a literal, specify the User DN as
follows:
CN=Test\, User, CN=User s, DC=net i g, DC=com
eDirectory or Active Directory might require additional characters to be escaped. Refer the
eDirectory or Active Directory documentation for any additional characters to be escaped.

If you selected No for Anonymous Search and specified the Domain Name: Specify
the user name and password.

5b Click Test to test the LDAP connection.
A message is displayed that indicates whether the connection is successful.

If there is an error, review the configuration details you provided and test the connection
again.You can determine the cause of the failure by examining the / var/ opt/ novel | /
sentinel /1 og/server0. 0.1 og file. You must ensure that the test connection is successful
before saving the LDAP settings.

6 Click Save to save the LDAP settings.
On successful configuration:

+ The LdapLogi n section of the / et ¢/ opt / novel | / senti nel / confi g/ aut h. | ogi n file is
updated. For example:

LdapLogi n {

com sun. security. aut h. nodul e. LdapLogi nMbdul e required
java. nam ng. | dap. fact ory. socket =" com esecurity. common. conmuni cat i on. ProxyL
dapSSLSocket Fact ory"

user Provi der="1dap://10.0.0. 1: 636/ o=neti q"

user Fi | ter =" (& ui d={ USERNAVE} ) ( obj ect cl ass=user))"

useSSL=true

}

+ The LDAP server CA certificate, if provided, is added to a keystore named / et ¢/ opt /
novel | / sentinel /confi g/ .| dapkeystore.jks.

After saving the LDAP settings successfully, you can create LDAP user accounts to enable users to
log in to Sentinel by using their LDAP directory credentials.

NOTE: You can also configure the Sentinel server for LDAP authentication by running the
| dap_aut h_confi g. sh scriptin the / opt / novel | / senti nel / set up directory.

The script also supports command line options. To view the command line options, run the script as
follows:

/ opt/ novel | / sentinel /setup/| dap_auth_config.sh --help
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Logging in by Using LDAP User Credentials

After you successfully configure the Sentinel server for LDAP authentication, you can create Sentinel
LDAP user accounts. For more information on creating LDAP user accounts, see “Creating Users” on
page 46.

After you create the LDAP user account, you can log in to the Sentinel by using your LDAP user
name and password.

Configuring Multiple LDAP Servers for Failover

To configure one or more LDAP servers as failover servers for LDAP authentication:

1 Log in to the Sentinel server as r oot user.
2 Switch to the novel | user:

su - novell

3 Change to the / et c/ opt/ novel | / senti nel / confi g directory:
cd /etc/opt/novell/sentinel/config/

4 Open the aut h. | ogi n file for editing:
vi auth.login

5 Update the user Provi der in the LdapLogin section to specify multiple LDAP URLs. Separate
each URL by a blank space.

For example:

user Provi der="Idap://primary_server _| P:. port/BaseDN | dap://
fail over_server_| P: port/BaseDN'

For Active Directory, ensure that the BaseDN in the LDAP URL is not blank.

For more information on specifying multiple LDAP URLS, see the description of the
user Provi der option in “Class LdapLogin Module” (http://java.sun.com/javase/6/docs/jre/api/
security/jaas/spec/com/sun/security/auth/module/LdapLoginModule.html).

6 Save the changes.

If you are using an SSL connection to the LDAP server and if the LDAP server certificate is not signed
by a well-known CA, you must perform the following additional steps:

1 Export the certificate of each failover LDAP server and copy the certificate file to the / et ¢/ opt /
novel | / senti nel / confi g directory on the Sentinel server.

For more information, see “Exporting the LDAP Server CA Certificate” on page 50.

2 Ensure that you set the necessary ownership and permissions of the certificate file for each
LDAP server.

chown novel | : novel | /etc/opt/novell/sentinel/config/<cert-file>
chmod 600 /etc/opt/novell/sentinel/config/<cert-file>
3 Add each LDAP server certificate to the keystore named . | dapkeyst or e. j ks.

/opt/ novel | / sentinel/jdk/jrel/bin/keytool -inportcert -nopronpt -trustcacerts -
file <certificate-file> -alias <alias_name> -keystore /etc/opt/novell/
sentinel/config/.|dapkeystore.jks -storepass password
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Replace <certificate-fil e>isthe LDAP certificate filename and <al i as_nane> with the alias
name for the certificate to be added.

IMPORTANT: Ensure that you specify the alias. If no alias is specified, the keytool takes nykey
as the alias by default. When you import multiple certificates into the keystore without specifying
an alias, the keytool reports an error that the alias already exists.

In some environments, the Sentinel server might not connect to the failover LDAP server if the
Sentinel server times out before it finds that the primary LDAP server is down. In such cases, perform
the following additional steps to ensure that the Sentinel server connects to the failover LDAP server
without timing out:

1 Open the sysctl.conf file for editing:
vi /etc/sysctl.conf

2 Ensure thatthe net. i pv4.tcp_syn retries value is set to 3. If the entry does not exist, add
the entry. Save the file:

net.ipv4.tcp_syn_retries = 3
3 Execute the following commands for the changes to take effect:
/sbin/sysctl -p
/sbin/sysctl -w net.ipv4.route.flush=1
4 Open the server. conf file for editing:
vi [etc/opt/novell/sentinel/config/server.conf

5 Set the Sentinel server time out value to 60 seconds by appending a new parameter in the Java
Additional Parameters section as follows:

wr apper.j ava. addi ti onal . 53=- Desecurity.renote.ti neout =60
6 Restart the Sentinel server:

/etc/init.d/sentinel restart
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Configuring Data Storage

Sentinel receives two separate but similar data streams from the Collector Managers: raw data and
event data.

Raw Data

Raw data files are unprocessed events received by the Connector and sent directly to the Sentinel
message bus.This data is written to the Sentinel server. Sentinel receives all raw data without being
filtered. When the event is sent to the message bus, the following additional information is also sent
without altering the original event:

+ SHA-256 hash of the event

+ Chaining indicator, which is reset to 0 whenever the Sentinel event source is restarted

+ Raw Data ID (in s_rv25)

+ Event source, Connector, Collector, and Collector Manager node IDs
Because the raw data is not searched or used to generate reports, the data is not indexed.
Event Data
Event data is created as a result of a Collector parsing and normalizing raw data.

You can set filtering rules on the event source, Connector, and Collector, which selectively prevent
the Collector from parsing raw data. Filtering rules avoid the overhead of parsing and normalizing
data you do not need for further processing or analysis, and free up hardware resources for more
important tasks. These rules do not affect the storage of the raw data. However, event data can be
dropped after it is created by the parsing and normalization logic of the Collector by configuring an
event routing rule to selectively drop the event data. This is useful when it is more convenient to
define the rule on normalized data rather than non-normalized (raw) data. For more information, see
Chapter 12, “Configuring Event Routing Rules,” on page 141.

This section provides information about how you must configure your data storage to collect and
store raw data and event data.

+ Chapter 6, “Configuring Traditional Storage,” on page 57
+ Chapter 7, “Configuring Scalable Storage,” on page 81

+ Chapter 8, “Configuring Data Retention Policies,” on page 93
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Configuring Traditional Storage

Sentinel stores raw data and compressed event data on the primary location. You can configure
Sentinel to store the data in a secondary location for long-term storage.

The data files are deleted from the primary and secondary storage locations on a configured
schedule. Raw data retention is governed by a single raw data retention policy. Data retention is
governed by a set of event data retention policies. All of these policies are configured by the Sentinel
administrator.

+ “Raw Data Storage” on page 57

+ “Event Data” on page 61

+ “Configuring Secondary Storage Locations” on page 63

+ “Configuring Disk Space Usage” on page 68

+ “Verifying and Downloading Raw Data Files” on page 69

+ “Configuring Data Synchronization” on page 70

+ “Viewing Primary and Secondary Storage Capacity” on page 75

+ “Using Sequential-Access Storage for Long Term Data Storage” on page 76

Raw Data Storage

Sentinel compresses the raw data and stores it in protected partitions that are based on the time and
the event source. New raw data files are created every hour. The data is moved from the primary,
compressed, file-based storage to a user-configured, compressed secondary storage location on a
regular basis.

Sentinel stores the raw data files in one of the following locations:

+ Primary storage location: <Sent i nel data directory>/rawdata/online

+ Secondary storage location: <Senti nel archive directory>/rawdata_archive

The compressed raw data files are moved from the primary storage to the secondary storage
location.

The following table describes the directory structure of the raw data in the primary storage under the
installation directory:

Table 6-1 Raw Data Directory Structure

Directory Structure Description
/ data The primary directory for all data storage.
/ dat a/ rawdat a The subdirectory where all raw data is stored.

/ dat a/ r awdat a/ onl i ne The directory where all the raw data in the primary storage is stored.
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Directory Structure Description

/ dat a/ rawdat a/ onl i ne/  There is one subdirectory for each event source under the onl i ne subdirectory.
Event Source UU D That subdirectory contains all raw data received from that event source.

The subdirectory name is the universally unique identifier (UUID) of the event
source (for example, E20D0840-1E0A-102C-9F30-000C2949BA91).

/ dat a/ rawdat a/ onl i ne/  Data in the event source subdirectory is partitioned by month. Each month has its
Event Sour ce UU D/ Mont h own subdirectory.

The subdirectory name is in the yyyy-mm format. For example, 2009-05 indicates

May 2009.
/ dat a/ rawdat a/ onl i ne/  Each file in the Mont h directory contains data received during a specific one-hour
Event Source UU D/ period. Most data in the file has a time stamp that is within the one-hour period.
Mont h/ 1 Hour Data o )
Files The name of the file indicates the day of the month and the one-hour period that

is represented.

The filename format is dd-hhmm.extension.
dd is the day of the month.

hh is the hour of the day.

mm is the minute of the hour.

The extension is either. gz. or . open.

NOTE: Raw data files are compressed and have the extension . gz. However,
when the raw data file is being written into, the raw data file appears with the
extension. open.

For example:

Afilename of 08-0000. gz indicates that the file contains compressed data
received on the 8th day of the month between 12.00 a.m. and 01.00 a.m.

Afilename of 08- 1300. open indicates that the file contains data received on
the 8th day of the month between 01.00 p.m. and 02.00 p.m.

If the raw data files are stored in the primary storage location, the full path name of the file is in the
following format:

<Sentinel data directory>/rawdata/online/<event source UU D>/ <Dat e>/ <RawDat aFi | e>
For example:

/var/opt/novel | / sentinel / dat a/ rawdat a/ onl i ne/ A75CF6A0- 4948- 102D- A615- 000C29A9C3DB/
2010- 05/ 24- 0600. gz

In this example, / var/ opt/ novel | / sent i nel / dat a is the data directory for Sentinel.

If the raw data files are stored in the secondary storage location, the full path name would be as
follows:

<Sentinel archive directory>/rawdata_archive/ <event source UU D>/ <Dat e>/
<RawDat aFi | e>

For example:

/ sentinel _archive_dat a/rawdat a_ar chi ve/ A75CF6A0- 4948- 102D- A615- 000C29A9C3DB/ 2010-
05/ 24- 0600. gz
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In this example, / sent i nel _ar chi ve_dat a is the secondary storage directory configured by the user.

Raw Data Representation

Each raw data event is represented as a single line in a raw data file. Each line is a JSON object with

the following format:

{
"Event Dat e":

"Event RecordI D "

" <dat e>u ,
"<event record uuid>",

"RawbDat a": "<raw data>",

" RawDat aHash" :

"<SHA256 hash of raw data, in hex formt>",

"Event Sour ceManager | D', "<uuid of event source manager>",

"Col lectorl D',
"Event Sourcel D ",

"<uuid of collector>",
"<uui d of event source>",

"Chai nl D', "<chain | D",

" Chai nSequence",

}

"<Sequence nunber>"

The following table describes each of the fields in the raw data event:

Table 6-2 Raw Data Representation

Field Name

Description

EventDate

The date and time when Sentinel received this event and not the date and time
when the event occurred.

Example: “05/24/2010 06:15:06.676”

EventRecordID

The unique ID identifying the raw data record.
Example: "595829C0-1C8F-102C-A922-000C2949BA91"

If an event was generated as a result of parsing a raw data record, this ID is set in
the event RecordID field. Because of filtering, not all raw data records result in an
event.

RawData

The original raw data received by the event source.

RawDataHash

The SHA-256 hash of the RawData value represented as a HEX string. The hash
is calculated by converting the RawData value to a UTF-8 string and then
performing the hash over that string.

To detect tampering, each raw data event is stored with a SHA-256 hash value.

Example:
€c661009e2f3dc565c0c7fe25b705219004dcd8132c0b0a7e987bfdch55e49cf

EventSourcelD

The UUID of the event source from which the raw data originated.

Example: A2A0C600-1C6C-102C-A781-000C2949BA91

EventSourceGrouplD

The UUID of the event source group (Connector) to which the event source was
connected when the raw data was received.

Example: A2A0C600-1C6C-102C-A77A-000C2949BA91

Different raw events from the same event source can have different event source
group IDs, because event sources can be moved from one Connector to another.
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Field Name Description

CollectorID The UUID of the Collector that the Connector and event source were connected to
when the raw data was received.

Different raw events from the same event source can have different Collector IDs,
because event sources and event source groups can be moved from one
Collector to another.

Example: A2ZA0C600-1C6C-102C-A779-000C2949BA91

EventSourceManagerID The UUID of the Event Source Manager (Collector Manager) object where this
raw data was received.

Example: C76D2820-C395-1029-BB86-001321B5C0B3

ChainlD Arandom number that identifies a raw data chain. Whenever an event source is
stopped and restarted between generation of raw data events, a new ChainlD
number is generated.

To detect tampering, each raw data event is stored with a ChainlD and a
ChainSequence number.

Example: 1241630654754

ChainSequence A sequence number within a particular raw data chain.

The raw data events in a given raw data chain must have an uninterrupted
sequence of numbers starting with 0. In addition, all raw data events in a given raw
data chain must appear sequentially in the files, with no other chains intermixed. If
a raw data chain can span files, the sequence should continue uninterrupted into
the file that represents every hour during which raw data was received.

Example: 4

If no raw data is received for the one-hour period, the file records only from the
next arrival of raw data. Nonetheless, the raw data chain sequence should
continue uninterrupted until a new raw data chain begins. A new raw data chain is
signaled by a changed ChainID value, and a ChainSequence value of zero (0).

The following examples show three raw data records:

"Event Date": " 05\/24\ /2010 06: 15: 06. 676",
"Event Recor dl D': " A75CF6A0- 4948- 102D A61C- 000C29A9C3DB",
"RawDat a": " Sep 22 10:22: 00 testhost Message #100",
"RawDat aHash": " 7003c0e0Obe4ddf 43a3b49026a37483f 59¢c7f 839950f 581ec9f de5dea43da90f 5",
" Event Sour ceManager | D': " C76D2820- C395- 1029- BB86- 001321B5C0B3",
"Col l ector| D': " A7T5CF6A0- 4948- 102D A613- 000C29A9C3DB" ,
"Event Sour ceG oupl D': " A75CF6A0- 4948- 102D- A614- 000C29A9C3DB",
"Event Sour cel D': " A75CF6A0- 4948- 102D A615- 000C29A9C3DB",
"ChainlD':"1274696106664",
" Chai nSequence": " 0"

"Event Dat e": " 05\/24\ /2010 06: 15: 07. 358",
"Event Recor dl D': " A75CF6A0- 4948- 102D A624- 000C29A9C3DB",
"RawDat a": " Sep 22 10:22: 00 testhost Message #99",
" RawDat aHash": " f 5681ba965144d2d22b13188767d94540b5f e57904af cee5821854hde2af ca72",
" Event Sour ceManager | D": " C76D02820- C395- 1029- BB86- 001321B5C0B3",
"Col | ector| D': " A75CF6A0- 4948- 102D- A613- 000C29A9C3DB" ,
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"Event Sour ceG oupl D': " A75CF6A0- 4948- 102D A614- 000C29A9C3DB",
"Event Sour cel D': " A75CF6A0- 4948- 102D- A615- 000C29A9C3DB",
"ChainlD':"1274696106664",

" Chai nSequence": " 1"

"Event Date": " 05\/24\ /2010 06: 15: 07. 988",
"Event Recor dl D': " A75CF6A0- 4948- 102D- A62A- 000C29A9C3DB",
"RawDat a": " Sep 22 10:22: 00 testhost Message #98",
" RawbDat aHash" : " 98435b5dba95633699b88d07782109876e8ceb4169d567602f 2¢92657118645d" ,
"Event Sour ceManager | D': " C76D2820- C395- 1029- BB86- 001321B5C0B3",
"Col | ector| D': " A7T5CF6A0- 4948- 102D A613- 000C29A9C3DB" ,
" Event Sour ceG oupl D': " A7T5CF6A0- 4948- 102D- A614- 000C29A9C3DB"
"Event Sour cel D': " A75CF6A0- 4948- 102D- A615- 000C29A9C3DB",
"Chainl D':"1274696106664",
" Chai nSequence": " 2"

Disabling Raw Data Collection

By default, raw data collection is enabled for the Collector Manager on the Sentinel server. Collecting
raw data can impact the performance of the server or the remote Collector Manager. Perform the
following procedure on any Collection Manager where you want to disable raw data collection:

1 Openthe/etc/opt/novel l/sentinel/config/event-router.properties filein atext editor.

This is the default location of the file.

2 Change esecurity. router.event.rawdata. send=true to
esecurity.router.event.rawdat a. send=f al se.

3 Save the file, then restart the Collector Manager.

Event Data

Sentinel closes the event data partitions after one day, and no more events are written to the closed
partitions. Even though the duration for event data patrtitions is one day, a grace period of 10 minutes
is given to accommodate events arriving late. You can change the grace period as necessary. For
more information, see “Setting the Grace Period to Close Event Data Partitions” on page 273.

By default, after the partitions are closed, Sentinel copies a compressed copy of the partition to
secondary storage, but also retains the uncompressed copy on primary storage as a fast-access
cache for searching. When the primary storage reaches its maximum disk usage, Sentinel deletes the
copy in the primary storage and the copy in the secondary storage remains online for searching.

NOTE: However, if disk space in primary storage is at a premium, you can compress these partitions
as soon as they are closed to save the disk space on the primary storage. This requires additional /0
to compress and store on the primary partition, which means that the supported EPS rate will be
significantly lower. Also, searches on these partitions will be slower. Therefore, this option is only
suitable for lower EPS rates and if you want to get the most out of primary storage space. For
information about compressing the storage index on primary partitions, see “Compressing the
Storage Index on Primary Partition” on page 273.

The partitions are laid out as follows:
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Primary storage: Open partitions + Most recent N days of closed partitions

+ Open partitions: The partitions that new data is being written to.

+ Most recent N days of closed partitions: As many of the most recently written closed
partitions that can fit in primary storage.

Secondary storage: Most recent N days of closed partitions + The rest of the online data

+ The rest of the online data: The older closed partitions that primary storage no longer has
room to hold. This data is online (searchable), just like the data in primary storage.

NOTE: Because of the above design consideration, the secondary storage size must be always
larger than the primary storage size.

Sentinel stores the primary storage partitions in the / var/ opt / novel | / sent i nel / dat a/ event dat a
directory, which is on the local file system. Sentinel creates partitions based on the dates and

retention policies.

A central partition index is maintained in the database that keeps track of all the existing partitions

and their location.

The following table describes the directory structure under the installation directory where event data

is stored:

Table 6-3 Event Data Directory Structure

Directory Structure

Description

/ dat a

The primary directory for all data storage.

/ dat a/ event dat a

The subdirectory where all event data is stored.

/ dat a/ event dat a/
event s/
YYYYMVDD _<cl assi d>

A partition consists of the events for a single day (midnight-midnight UTC) within
a given data retention class and is held within a subdirectory named
YYYYMMDD_<class-id>.

YYYYMMDD: is the UTC date stamp.

<class_id>: is a UUID identifier associated with the data retention class.

/ dat a/ event dat a/
events/

YYYYMVDD_<cl ass_i d>/
events. evt

event s. evt contains the binary event data for the partition. The format of the
binary event data is stored as a Reliable Persistent Random Access
Compressed Stream.

/ dat a/ event dat a/
event s/

YYYYMVDD <cl ass_i d>/
i ndex

The index directory contains the Lucene index for the partition.

/ dat a/ event dat a/

exported_associ ati ons

This directory contains the event associations data. It includes both the
correlated event association data and the incident event association data.
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Configuring Secondary Storage Locations

All closed event data files are copied from the primary storage location to the secondary storage
location. The original files are retained on primary storage to facilitate faster searches. However, if the
primary storage disk space usage nears a user-defined threshold, duplicate data files on the primary
storage area are deleted from the primary storage and remain only on secondary storage.

+ “Supported Storage Options” on page 63

+ “Types of Secondary Storage” on page 64

+ “Configuring Secondary Storage” on page 64

+ “Changing the Secondary Storage Location” on page 68

Supported Storage Options

Sentinel supports the following types of storage options:

+ SAN: The Storage Area Network (SAN) option includes storage that is attached directly to the
Sentinel computer. This option provides the best combination of performance, security, and
reliability.

¢ CIFS: The Common Internet File System (CIFS) is a native Windows protocol. It is also known
as the Server Message Block (SMB) protocol in later implementations. The latest
implementation from Microsoft is referred to as SMB 2.

+ NFS: The NFS protocol requires significant configuration to optimize performance and security,
and it is recommended only if you already have a well-established NFS infrastructure in your
environment.

If the secondary storage is an NFS server, additional configuration is necessary to ensure that
the Sentinel server has the necessary permissions. For more information, see “Exporting the
Secondary Storage Volume” on page 65.

WARNING: Only one Sentinel server should be configured to use a particular secondary storage
directory (remote share). Configuring the same secondary storage location across multiple Sentinel
servers might cause system failure.

The primary storage must use a different partition than the partition that is used for the secondary
storage.

+ The system monitors the disk usage of both primary storage and secondary storage, freeing
space on primary storage when it fills up. If both storage locations share the same underlying file
system partition, the way in which the partition usage changes as a result of deleting data
confuses the system and could result in undesirable behavior.

+ The event data is first copied to secondary storage rather than moved, because there is an
assumption that these are two different disk partitions. If they are in same disk partition instead of
being on the different disk partition, the storage usage monitoring is confused by how the usage
is changing and could result in undesirable behavior.
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Types of Secondary Storage

You can enable and configure secondary storage for raw data and event data stored on the Sentinel
server.

+ “Raw Data Storage” on page 64

+ “Event Data Storage” on page 64

Raw Data Storage

Raw data files are compressed and have the . gz extension. When the data is currently being written
into, the raw data file appears with the . open extension.

If secondary storage is configured and enabled, Sentinel copies the compressed raw data files to the
configured secondary storage location every 15 minutes.

Event Data Storage

If secondary storage is enabled, Sentinel moves the closed files to secondary storage every midnight
UTC and also whenever the server starts. These files are compressed in the primary storage location,
but the file indexes are compressed before moving to the secondary storage. If the secondary
storage location is not configured or if there is any problem while moving the closed files, Sentinel
attempts to move the files to secondary storage every 60 seconds until it succeeds.

Configuring Secondary Storage

The NFS, CIFS/SMB, and SAN must be configured so that Sentinel has read and write permissions.

For CIFS/SMB and NFS, if multiple Sentinel instances are moving the closed partitions to the same
secondary storage location, ensure that each Sentinel instance has its own unique directory on that
secondary storage location.

+ “Configuring a SAN/Local Directory as a Secondary Storage Location” on page 64

+ “Configuring an CIFS/SMB Server as a Secondary Storage Location” on page 65

+ “Configuring an NFS Server as a Secondary Storage Location” on page 65

Configuring a SAN/Local Directory as a Secondary Storage Location

Configuring a SAN/Local directory as a secondary storage location is the preferable configuration for
best performance, security, and reliability.

1 Log in to the Sentinel Main interface as an administrator.

2 Click Storage > Events.

3 From the Data Storage Location section, select SAN (locally mounted) as the secondary storage
location.

4 Inthe Location field, specify the local directory path or the location on which the storage area
network (SAN) is mounted. You must have the novell permissions to specify the location.

The SAN partition must be manually mounted before the location is specified.
5 Click Test to check if the write permissions for the specified location are available.
6 Click save to configure the specified secondary storage location.
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Configuring an CIFS/SMB Server as a Secondary Storage Location

1 Log in to the Sentinel Main interface as an administrator.
2 Click Storage > Events.

3 In the Data Storage Location section, select CIFS.

4 Specify the following information:

Server: Specify the IP address or hostname of the computer where the CIFS server, also known
as the SMB server, is configured.

Share: Specify the share name of the SMB or CIFS server. The mounted shares are unmounted
when the server stops and are mounted again when the server starts. If the configured share
unmounts, the Sentinel server detects this and mounts it again.

Username: Specify the user name (if one is assigned) to access the share.
Password: Specify the password (if one is assigned) to access the share.

Mount Options: Specifies the options that are used while mounting the secondary storage
location of the SMB or the CIFS server.

You can specify new mount options. For more information about the available NFS mount
options, see the mount.cifs (8) - Linux man page (http://linux.die.net/man/8/mount.cifs).

The default mount options are fi | e_nbde=0660, di r _mbde=0770.
5 (Optional) Click Restore Defaults to restore the default mount options.
6 Click Test to mount the SMB or CIFS server and to check the write permissions on the server.

7 Click save to configure the specified secondary storage location.

Configuring an NFS Server as a Secondary Storage Location

NFS servers are fast and efficient. Setting up correctly requires significant configuration and testing.
Using an NFS server as a secondary storage location is recommended only when you have a well-
established NFS infrastructure in your environment.

+ “Exporting the Secondary Storage Volume” on page 65

+ “Squashing User IDs” on page 66

+ “Testing NFS Exports” on page 67

+ “Configuring NFS as a Secondary Storage Location” on page 67

Exporting the Secondary Storage Volume

You must configure an NFS server with a storage area large enough to accommodate the planned
storage needs for Sentinel secondary storage. You need to export (share) this storage directory so
that Sentinel can access it. The procedure to export the secondary storage depends on the
technology used by your NFS server.

The following are some examples for several common systems:
1 Identify a volume on the NFS server with sufficient space to hold the Sentinel secondary storage

data.

2 Create a new directory on that volume to store the Sentinel data. For example, / sent i nel -
secondary.

3 Create a novell user and novell group on the NFS server with the same user ID and group ID as
the corresponding user/group on the Sentinel server. For example, user ID 1000 and group ID
1000. If this is not possible, see “Squashing User IDs” on page 66.
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4 Change the directory ownership to be owned by novell user and novell group:
chown novel | : novel | /sentinel -secondary

5 Change the directory permissions to remove the group and other read/write/execute
permissions:

chnmod og-rw /sentinel -secondary

6 Export the directory using the appropriate NFS server configuration. You can use a GUI client or
refer to the appropriate settings or commands for various popular servers.

+ Set read and write access for sharing the Sentinel server. List the specific Sentinel server
hostname or IP address to restrict access.

+ Useroot_squash (which maps root users who attempt to access the share to an
anonymous user ID) to prevent access by root.

+ You can also explore additional security and performance options, such as async by using
TCP, and so on depending on the capabilities of your NFS server.

The following table describes an example of exporting the /sent i nel - secondary directory from the
nfs-server to the sentinel-server.

System Type Configured location

Linux Use YaST or add /senti nel -secondary sentinel -server(rw, root_squash) to
the / et c/ exports file.

Solaris Add /usr/bin/share -F nfs -i sec=sys, rw=sentinel -server,nosuid /
senti nel - secondary to the / et ¢/ df s/ df st ab file.

HP-UX Add/ sentinel -secondary -access=sentinel -server tothe/etc/exports file.
NetApp Add/senti nel -secondary -nosuid, sec=sys, rw=senti nel - server to the /et c/
exports file.

Squashing User IDs

In certain circumstances, it is not possible or desirable to create new user IDs on the NFS server that
match the user IDs in use by the Sentinel server. The NFS protocol uses the user ID as an important
component for granting permissions to read and write the data during the export. Most NFS servers
do not provide flexible and specific ways to re-map user IDs used on the Sentinel system to different
user IDs on the NFS server.

An alternate solution involves mapping all source user IDs to an anonymous user ID specified by the
NFS server. For example, any user ID that attempts to access the NFS export. This reduces security
allowing any user to read or write the Sentinel data on the export (subject to the IP-based access
permissions of the export). This is called squashing. In most cases, the r oot user is re-mapped and
most other users are not. In this case, you need to re-map the novell user and all other users.
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The following table describes an example of re-mapping the novell user with ID 1000 on the Sentinel
server to a local user on the NFS server with the ID 2000 who must have permission to the /
secondar y- st or age directory.

System Type

Configured location

Linux

Use YaST or add /senti nel -secondary senti nel -
server (rw, al | _squash, anonui d=2000) to the /et c/ export s file.

Solaris

Add/usr/bin/share -F nfs -i sec=sys, rw=sentinel -

server, anon=2000, nosuid /sentinel -secondary to the /et c/ df s/ df st ab file.

If the user ID 1000 is in use on the NFS server, this may not work. In that case use
sec=none.

HP-UX

Add /sentinel-secondary -access=sentinel-server,anon=2000 to the /et c/ export s file

If the user ID 1000 is in use on the NFS server, the above may not work.

NetApp

Add /sentinel-secondary -nosuid,sec=none,anon=2000,rw=sentinel-server to the /et c/
exports file

Testing NFS Exports

You can test the NFS export outside of Sentinel by using the standard Linux nount command to
mount the export on the Sentinel server. To do so, log in to the Sentinel server as the root user and
enter the following command:

nmount -t nfs nfs-server:/sentinel-secondary /mt

The above command mounts the export on the / mt directory. You can see the mount in the list by re-
issuing the mount command without options. You may not be able to perform any file actions using

the root user instead use the novell user (su novell) to perform the file operations. Use unount / mt

command before you attempt to set up the secondary storage within Sentinel.

For more information about NFS security recommendations, see Chapter 3, “Security
Considerations,” on page 23.

Configuring NFS as a Secondary Storage Location

Configure the secondary storage as follows:

1 Log in to the Sentinel Main interface as an administrator.

2 Click Storage > Events.

3 In the Data Storage Location section, select the NFS option.

4 Specify the following information:

Server: Specify the IP address or hostname of the computer where the NFS server is

configured.

Share: Specify the share name of the NFS server.

The mounted shares are unmounted when the server stops and are mounted again when the
server starts. If the configured share unmounts, the Sentinel server detects this and mounts it

again.

Mount Options: Specifies the options that are used while mounting the secondary storage
location of the NFS server.
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You can also specify new mount options. For more information about the available NFS mount
options, see the NFS documentation.

The default mount options are sof t, prot o=t cp, retrans=1, ti neo=60.
(Optional) Click Restore Defaults to restore the default mount options.

Click Test to verify the configuration of the NFS server and to check the write permissions on the
server.

This procedures tests a subset of all the settings that are necessary for the NFS server and
client.

Click Save to configure the specified secondary storage location.

Changing the Secondary Storage Location

1
2
3

Log in to the Sentinel Main interface as an administrator.
Click Storage > Events.

In the Data Storage Location section, select Change Location. The Change Location option is
displayed only if the secondary storage location is configured.

Click Change Location.

5 Select the option to disable data collection.

You can select this option to avoid filling the primary storage before Sentinel moves the data to
the new location. If this option is not selected and if the primary storage is filled before the new
data storage location is configured, Sentinel deletes the oldest data to make space for the
incoming data.

Configure the new data storage location.

For more information about configuring the NIFS or SMB/CIFS or primary/SAN secondary
storage locations, see “Configuring Secondary Storage” on page 64.

Click save to save the changes and configure the new secondary storage location.

Manually copy the files from the old secondary storage location to the new secondary storage
location.

After copying the files, select Copy Done to start data storage at the new location.

Configuring Disk Space Usage

If secondary storage is enabled, Sentinel copies the event data to the secondary storage location

after two days, and a local copy remains on the primary storage until the free space on the local
storage needed for storing newer event data.

Sentinel moves the raw data to the secondary storage location after approximately one hour.

1
2

3

To configure disk space usage:

Log in to the Sentinel Main interface as an administrator.
Click Storage > Events.

In the Disk Space Usage section, the Primary storage size field displays the total storage size
currently used by Sentinel.

Specify the primary storage utilization values in the following fields:

¢ Start deleting data from primary storage when % full: Specify the threshold at which the
event data deletion process should start.
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NetlQ recommends that you reserve disk space for about a days' worth of event data so
that the deletion process has sufficient time to complete. Also, if any other processes need
to be able to store data to the same partition, those processes should have sufficient space
to do so.

+ Stop when _ % full: Specify the threshold below which the disk space cleanup process
should stop. The amount of freed disk space should be sufficient to store an additional full
days' worth of event data.

Sentinel stores as much event data on primary storage as possible to ensure that searches run
as quickly as possible. The values specified here help to ensure that primary event storage does
not get too full, but that as much data as possible is available on that partition for faster
searching. The cleanup process runs once a day, checks the “start deleting” threshold and, if
disk space usage is higher than that threshold, begins deleting older event data first until the disk
space usage is below the second threshold.

The Secondary storage size field specifies the value of the secondary storage space.

NOTE: This field is displayed only if you have enabled secondary storage.

4 (Conditional) If you have enabled secondary storage, specify the secondary storage utilization
value in the Use % of total secondary storage size field. This is the threshold at which
Sentinel stops using the secondary storage disk space.

Verifying and Downloading Raw Data Files

The raw data files for each event source are compressed and moved to secondary storage every
hour and the file hash is computed for secondary storage files. The file hash is used to check the
integrity of the files in the secondary storage.

1 Log in to the Sentinel Main interface as an administrator.

2 Click Storage > Download Raw Data.

3 Inthe Event source hierarchy field, select the desired Collector and Connector combination
from the drop-down list.

4 Inthe Event Source field, select the event source from the drop-down list.

The Event Source field displays the list of associated event sources (hostnames or IP
addresses) after the Event source hierarchy field is populated.

5 In the table, click Select All to select all the files in the table.
or
Select each file separately.

The table displays the list of primary and secondary storage raw data files for the selected event
source. The Verify Integrity and Download options are enabled only when you select a file from
the table.

6 Click Verify Integrity to verify the integrity of the selected files in the secondary storage by
comparing the hash values for the selected files in the secondary storage.

Sentinel computes the hash and updates the database for the files in the secondary storage, but
not for the local raw data files. Because the raw data files are updated until they are moved to
secondary storage, the hash value cannot be computed or updated for these files. It is not
possible to check the integrity of the local raw data files.

7 Select the raw data file, click Download to download the selected secondary storage and local
raw data files.
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The selected files are downloaded in the form of a ZIP file that contains a . csv (comma
separated values) file. If the secondary storage files are selected, the ZIP file also contains a
hash file corresponding to each of the secondary storage files downloaded.

Sentinel uses the SHA-256 algorithm to generate the file hash. The generated hash is Base64
encoded.

8 Select Save File and click OK.

Configuring Data Synchronization

Sentinel provides the ability to synchronize data to an external database, so that you can use third-
party or custom reporting systems to search the data in the external database with more advanced
tools than what are provided in Sentinel.

+ “Overview” on page 70

+ “Creating Data Synchronization Policies” on page 72

+ “Data Synchronization” on page 75

Overview

Sentinel can store the data in an external database by synchronizing a subset of the data that
Sentinel gathers.

Sentinel uses the following process to synchronize data:

1.

o > WD

Sentinel gathers the events from the Event Sources through the Connectors.
Sentinel uses Collectors to normalize the event data.

The normalized event data is then sent to the Sentinel message bus.

The event data is then stored and indexed in the file system in the primary storage.

The data synchronization policies allow events in the primary storage to be copied and stored in
PostgreSQL and external SQL databases.

a. User-defined data synchronization policies synchronize the filtered event data to an external
SQL database. For information about the certified databases, see the NetlQ Sentinel
Technical Info Website.

b. Report Data Definitions (RDD) generate system data synchronization policies that are used
to copy event data into tables in the internal PostgreSQL database. These data
synchronization policies cannot be edited or deleted. Reports that rely on an RDD will
search internal database tables for events instead of the primary storage. These kinds of
reports search internal tables instead of the event store because they utilize more complex
SQL SELECT statements that need to join event data to the data in other tables in the
internal database.
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Figure 6-1 Data Synchronization
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Sentinel allows you to partition tables if they are in the internal PostgreSQL database. When you
choose to partition a table in the internal PostgreSQL database, a new table partition is created for
each days worth of data.

Partitions are only used with RDD data sync policies. Partitioning has advantages and
disadvantages:
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Advantages

+ |f a retention period is in force, old data can be deleted quickly. When data has aged, it is much
quicker to drop a partition than it is to delete individual table records.

+ Reports that query on the event time field might be quicker, because it is only necessary to
search the partitions that have the specified event times.

Disadvantages

+ Reports that do not query on event time might be slower where there are multiple of partitions,
because every partition must be searched.

+ Each partition causes one or more schema items to be created and managed by the database
system. If there is no retention period, the number of partitions just keeps growing.

Creating Data Synchronization Policies

When Sentinel syncs data to an external database, it is not as fast when it writes to the file system.
Therefore, you need to ensure that you use filters on the data sync policies to synchronize only the
most important data. Consider the following factors based on your business needs for data sync
policies:

+ The CPU, RAM, and disk capacity of the Sentinel system

+ Number of EPS scaled per system

+ Number of searches and reports running on a Sentinel system

+ Filters added to the data sync policies

Populating IP addresses in Human Readable Format

By default, Sentinel populates IP address fields in hexadecimal format for efficiency reasons. You can
choose to populate the IP address fields in human readable format automatically, by performing the
following steps:

1 Log on to the Sentinel server as the novell user.

2 Openthe/etc/opt/novel l/sentinel/config/configuration.properties file and set the
dat async. savel Pi nDot t edNot at i on property to true.

3 Restart the Sentinel server.

Enabling SSL Communication for Data Synchronization

You can establish an SSL connection to synchronize data with external databases. Sentinel does not
perform certificate validation or authentication.

To enable SSL communication, performing the following steps:

1 Log in to the Sentinel server as the novell user.

2 Openthe/etc/opt/novel l/sentinel/config/configuration.properti es file.

3 Ifthe j sse. enabl eCBCPr ot ect i on property is not listed, add this property and set it to false as
follows:

j sse. enabl eCBCPr ot ect i on=f al se
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4 Openthe/etc/opt/novell/sentinel/config/databasePl atforns. xni file.
5 Identify the database platform for which you need to enable SSL connection.
6 Set the JDBC property as follows:

For MSSQL: Set the SSL property to requi re as follows:

<JDBCProperties>
<Property name="ssl" val ue="require"/>

</ JDBCPr operti es>
For PostgreSQL: Set the SSLOFF property to f al se as follows

<JDBCProperties>
<Property name="sslof f" value="fal se"/>

</ JDBCPr operti es>
For Oracle: Set the SSLOFF property to false as follows:

<JDBCProperties>
<Property name="sslof f" value="fal se"/>

</ JDBCPr operties>

7 Restart the Sentinel server.

Creating a Data Synchronization Policy

To create a data synchronization policy:

1 Log in to the Sentinel Main interface as an administrator.

2 Click Storage > Data Synchronization.

3 Click Create to create a new data synchronization policy.

4 Use the following information to create the data synchronization policy:
Filter query: Select a saved filter to use in the data synchronization policy.

This filter determines which events are stored in the external database. For more information,
see “Configuring Filters” in the NetlQ Sentinel User Guide.

Policy name: Specify a name for the data synchronization policy.
Retention period: Specify how many days to retain the events in the external database.

Start data synchronization time: Specify when to start synchronizing events to the external
database.

Batch size: Specify how many events are sent to the external database at once.

Sleep period: Specify the length of time that the data synchronization process sleeps before
checking to see if there are more events to process.

Schedule: Select when the data is synchronized to the external database.
+ All the time: Synchronizes events to the external database constantly.

+ Custom: Allows you to configure specific time periods to perform data synchronization so
that it does not occur when the system is busy.
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If you select Custom, specify the following information to set the custom synchronization
time:

+ Day of the Week: Select the day of the week, or select Everyday.

+ Start time: Specify the time to start the synchronization process. You can enter 24:00
hour time and it is converted to 12:00 hour time.

+ Duration: Specify the synchronization period in minutes.

If you do not see the data in the database tables immediately, you need to wait for the next
synchronization cycle.

5 Use the following information to define the connection to the external database:
Database type: Select the type of external database.
Host name: Specify the host name of the server where the external database is installed.
Port: Specify the port used to connect to the external database.
User name: Specify the name of the user that authenticates to the external database.
Password: Specify the password of the database user.
Database: Specify a uniqgue name for the external database.
Field Mapping: Allows you to map fields in the event to fields in the external database.
+ “Creating a Table for Event Data Synchronization” on page 74
¢ “Using an Existing Table for Event Data Synchronization” on page 74
6 Click Save to create the data synchronization policy.

Creating a Table for Event Data Synchronization

1 Complete Step 1 through Step 5 in “Creating Data Synchronization Policies” on page 72.
2 Click Field Mapping.
3 Select Create table.
4 Use the following information to create the table:
Table name: Specify a name for the table.
Table Space (Optional): Specify a tablespace for the table.
Index Space (Optional): Specify a tablespace for the index.
Summarize Events: Select this option if you want a summary of events during a specific period.

Summary Period (Minutes): If you selected Summarize Events, you must specify the amount
of time in minutes to summarize events.

5 Map the fields in the table to the desired fields.
6 Click Create Table.
7 Click Save.

Using an Existing Table for Event Data Synchronization

1 Complete Step 1 through Step 5 in “Creating Data Synchronization Policies” on page 72.
2 Click Field Mapping.
3 Select Select existing table.

Starting from Sentinel 8.x, the size of the Message (nsg) event field has been increased from
4000 to 8000 characters to accommodate more information in the field.
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If you are creating a data synchronization policy that synchronizes the Message (msg) event
field to an external database, you must increase the size of the Message (msg) field’s mapped
column in the external table accordingly.

NOTE: The above update is applicable only if you are upgrading previous versions of Sentinel to
8.x.

4 Browse to a select an existing table you want to use, then click OK.

5 (Optional) Select the Summarize Events option if you want a summary of events during a
specific period.

6 (Optional) If you selected Summarize Events, specify the amount of time in minutes to
summarize events.

7 Change the field mappings for the desired fields.
8 Click save.

Setting Retention Period in Default RDD Policies

By default, the retention period value is set to 30 days for all RDD policies that do not have retention
period specified. However, you can change the retention period value.

To change the default retention period value:

1 Log on to the Sentinel server as the novel | user.
2 Openthe/etc/opt/novel l/sentinel/config/configuration.properti es file.

3 Add the def aul t . gl obal . dat async. ret enti onperi od property and set it to the required
value.

NOTE: If you set the value of this property to zero, the RDD table entries are never deleted.

4 Restart the Sentinel server.

Data Synchronization

You can edit, delete, and view the status of each data synchronization policy you create on the Data
Synchronization page. If your policy is a custom synchronization policy and you perform a
resynchronization, the data synchronizes during the next synchronization cycle.

Viewing Primary and Secondary Storage Capacity

The Health page displays primary and secondary data capacity. For more information about
configuring secondary storage, see “Configuring Secondary Storage Locations” on page 63.

To view the primary storage and secondary storage capacity:

1 Log in to the Sentinel Main interface as an administrator.
2 Click Storage > Health.

The Health page of Sentinel also displays the current storage capacity and also forecasts the storage
capacity for both primary and secondary storage.
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WARNING: When the system is running out of primary disk storage space, a warning message is
displayed and a system audit event is logged. To avoid data loss, you must increase the primary
storage space.

Using Sequential-Access Storage for Long Term Data
Storage

Sentinel requires data to be on a storage system that supports random access, such as data on your
typical hard drive. It does not support directly interfacing with the data stored on tape.

You can search the raw data by using tools such as egrep or a text editor, but this search might not be
sufficient for your requirements. The search mechanism provided by Sentinel on event data is more
powerful than these tools.

The high-level approach to configure Sentinel is to retain data for a longer duration so you can
perform searches and run reports on the data you regularly need to access, and to copy the data to
tape before Sentinel deletes it. To search or run reports on data that was copied to tape, but deleted
from Sentinel, copy the data from the tape back to Sentinel.

+ “Determining What Data You Need to Copy to Tape” on page 76

+ “Backing Up Data” on page 76

+ “Configuring Storage Utilization” on page 77

+ “Configuring Data Retention” on page 77

¢ “Copying Data to Tape” on page 77

+ “Restoring Data” on page 78

Determining What Data You Need to Copy to Tape

There are two types of data in Sentinel: raw data and event data.

If you want to perform searches or reports on the data, copy both the raw data and the event data to
tape so that you can copy both sets of data back into Sentinel when the data is needed. If you want to
store data only to comply with legal requirements, copy only the raw data to the tape.

Backing Up Data

Events should be moved to secondary storage regularly. The following types of data can be backed
up in Sentinel:

Configuration Data: This option includes non-event or raw data backup. It is faster because it
contains small amount of data, including all the installation directories except the dat a directory.

Data: This option backs up all the data in the primary storage and secondary storage directories. This
option takes a longer time to finish.

Secondary storage directories can be located on a remote computer.
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Best practices for data backup include the following:

+ Periodically export all the Event Source Management configurations and save them. When the
environment is relatively stable, you can generate a full Event Source Management export
including the entire tree of the Event Source Management components. This action captures the
plug-ins and the configuration of each node. You must back up the resulting . zi p file and move
it to secondary storage.

If changes such as updating plug-ins or adding nodes are made to Event Source Management
later, you must export the configuration and save it again.

+ Back up the entire installation directory so there is no risk of manual mistakes and the process is
quicker.

Configuring Storage Utilization

You should configure primary and secondary storage space to store data before the data is deleted
from the Sentinel server. While configuring the storage space, ensure that your storage system is not
100% utilized to avoid undesirable behaviors such as data corruption. Additionally, you should also
have additional space in your secondary storage to copy data from tape back into Sentinel. You can
do this by decreasing the archive utilization setting.

Configuring Data Retention

You can configure the duration for the data to remain on the disk before it is deleted. If your hard drive
storage space is not sufficient to store data long enough to meet your legal requirements, you can
use tape storage to store data beyond the specified duration.

You must configure data retention policies so that the data that you want to search and report is
retained within the Sentinel server until you no longer need it. Additionally, a data retention policy
should ensure that Sentinel is not prematurely deleting the data because of storage utilization limits. If
the storage utilization limit is exceeded and you notice that the data is being prematurely deleted,
change the data retention policy to expand the data storage space.

Copying Data to Tape

You can set up a process to copy raw data and event data to tape, depending on the data that you
need.

The following sections describe how each type of data is stored in Sentinel so that you can set up
copy operations to copy the data out of Sentinel onto tape.

+ “Copying Raw Data to Tape” on page 77
+ “Copying Event Data to Tape” on page 78

Copying Raw Data to Tape

Raw data partitions are individual files. They are created every hour. Raw data files are compressed
and have the. gz extension.

The directory hierarchy in which the raw data files are placed is organized by the event source and
the date of the raw data. You can use this hierarchy to periodically copy a batch of raw data files to
tape. For more information on raw data directory hierarchy, see Table 6-1, “Raw Data Directory
Structure,” on page 57.
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You cannot copy files that are in the process of being compressed. You must wait until the raw data
files are compressed and moved to secondary storage before copying them to tape.The presence of
a . | og file with the same name as the zip file indicates that the file is still in the process of being
compressed.You must also ensure that the raw data files are copied to the tape before the interval
configured in the Raw Data Retention policy expires so that the data is not lost.

Copying Event Data to Tape

Event data partitions are created every 24 hours. Event data is stored in the dat a/ event dat a
directory with subdirectory names prefixed with the year, month, and day when the partition was
created (yyyymmdd). For example, the path to a complete event data partition, relative to the
installation directory, is dat a/ event dat a/ 20090101_408E7E50- CO2E- 4325- B7C5- 2BOFE4853476.
You can use this hierarchy to know when a partition is closed. Subdirectories whose date is at least
48 hours old should be in the closed state.

For more information about the event data directory hierarchy, see Table 6-3, “Event Data Directory
Structure,” on page 62.

You should wait until event data partitions have been copied to secondary storage before copying
them to tape. Before you copy, ensure that the directory is not currently being copied from primary
storage. To do this, see if there is a primary storage directory partition of the same name. If the
corresponding primary storage directory partition is not present, the secondary storage directory
partition is not being copied. If the corresponding primary storage directory partition is still present,
sure that all of the files in the primary storage directory partition are also in the secondary storage
directory partition and that they are all of the same size. If they are all present and of the same size, it
is highly likely that they are not currently being copied.

Restoring Data

The event data restoration feature enables you to restore old or deleted event data. You can also
restore the data from other systems. You can select and restore the event partitions in the Sentinel
Main interface. You can also control when these restored event partitions expire.

NOTE: The Data Restoration feature is a licensed feature. This feature is not available with the free
or trial licenses. For more information, see “Understanding License Information” in the NetlQ Sentinel
Installation and Configuration Guide.

+ “Enabling Event Data for Restoration” on page 78

+ “Viewing Event Data Available for Restoration” on page 79
+ “Restoring Event Data” on page 79

+ “Configuring Restored Event Data to Expire” on page 80

Enabling Event Data for Restoration

To enable event data for restoration, you must copy the event data directories that you want to restore
to one of the following locations:

+ For primary storage, you can copy the event data directories to / var/ opt/ novel | / senti nel /
dat a/ event dat a/ event s/ .
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+ For secondary storage, you can copy the event data directories to / var/ opt / novel | /
sentinel /data/archive_renote/ <sentinel _server_UU D>/ eventdata_archive.

To determine the Sentinel server UUID, perform a search in the Web interface, in the Search
results, click All for any local event. The value of the SentinellD attribute is the UUID of your
Sentinel server.

Viewing Event Data Available for Restoration

1 Log in to the Sentinel Main interface as an administrator.
2 Click Storage > Events.
The Data Restoration section does not initially display any data.
3 Click Find Data to search and display all event data partitions available for restoration.

The Data Restoration table chronologically lists all the event data that can be restored. The table
displays the date of the event data, the name of event directory, and the location. The Location
column indicates whether the event directory was found in the primary storage directory of
Sentinel or in the configured secondary storage directory.

4 Continue with “Restoring Event Data” on page 79 to restore the event data.

Restoring Event Data

1 Select the check box in the Restore column next to the partition that you want to restore.

The Restore Data button is enabled when the Data Restoration section is populated with the
restorable data.

2 Click Restore Data to restore the selected partitions.

The selected events are moved to the Restored Data section. It might take approximately 30
seconds for the Restored Data section to reflect the restored event partitions.

3 (Optional) Click Refresh to search for more restorable data.

4 To configure the restored event data to expire according to data retention policy, continue with
“Configuring Restored Event Data to Expire” on page 80.

Restoring Event Data Where UID and GID are not the Same on the Source and
the Destination Server

There may be a scenario where the secondary storage data if the novell user ID (UID) and the group
ID (GID) are not the same on both the source (server that has the secondary storage data) and
destination (server where the secondary storage data is being restored). In such a scenario, you
need to unsquash and squash the squash file system.

To unsquash and squash the file system:
1 Copy the partition that you want to restore on the Sentinel server where you want to restore the
data at the following location:

/var/opt/novel | / sentinel /data/archive_renotel/<sentinel _server_UU D>/
eventdata_archive/<partition_I D>

2 Log in to the Sentinel server where you want to restore the data, as the r oot user.
3 Change to the directory where you copied the partition that you want to restore:

cd /var/opt/novel | /sentinel/datal/archive_renote/<sentinel_server_UU D>/
eventdata_archive/<partition_| D>
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4 Unsquash the i ndex. sqf s file:
unsquashfs index. sqfs

The i ndex. sqf s file is unsquashed and the squashfs-root folder is created.
5 Assign permission for novell user and novell group to the <partition_ID> folder:

chown -R novel | :novel | <partition_|I D>
6 Remove the index:
rm-r index.sqfs
7 Switch to novell user:
su novel |
8 Squash the squashf s-r oot folder:
nksquashfs squashfs-root/ index.sqfs

9 Restore the partitions. For more information, see “Restoring Event Data.”

Configuring Restored Event Data to Expire

The restored partitions do not expire by default, according to any data retention policy checks.To
enable the restored partitions to return to the normal state and also to allow them to expire according
to the data retention policy, select Set to Expire for data that you want to expire according to the data
retention policy, then click Apply.

The restored partitions that are set to expire are removed from the Restored Data table and returned
to normal processing.

It might take about 30 seconds for the Restored Data table to reflect the changes.
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7 Configuring Scalable Storage

This chapter includes the following topics:

+ “Enabling Scalable Storage Post-Installation” on page 81

+ “Performance Tuning Guidelines” on page 82

+ “Securing Elasticsearch” on page 86

+ “Submitting Spark Applications on YARN” on page 89

+ “Working with Sentinel Scalable Data Manager” on page 90

+ “Modifying Scalable Storage Configuration” on page 90

+ “Viewing the Complete Event Data and Raw Data” on page 90

+ “Reindexing Data from HBase” on page 91

Enabling Scalable Storage Post-Installation

Enabling scalable storage is a one-time configuration, which cannot be reverted. If you want to
disable scalable storage and switch to traditional storage, you must re-install Sentinel and not opt for
scalable storage during installation.

When you enable scalable storage, the Sentinel server user interface is trimmed down to just cater to
scalable data collection, event routing, events dashboard, and other administrator activities. This
trimmed down version of Sentinel is referred to as Sentinel Scalable Data Manager (SSDM).

To configure scalable storage:

1 Complete the prerequisites to enable scalable storage. For information about prerequisites, see
“Installing and Setting Up Scalable Storage” in the NetlQ Sentinel Installation and Configuration
Guide.

Log in to the SSDM web interface as a user in the administrator role.
Click Storage > Scalable Storage.
Select Configure scalable storage.

Specify the IP addresses or hostnames and port numbers of the scalable storage components.

o 01 A W N

(Conditional) To customize the default configuration of CDH components, click Show advanced
configuration.

If the properties you want to modify are not listed in the user interface, click Add property and
set the value.

Customizing Kafka Configuration

You can customize the following properties in the Sentinel web interface only when you enable
scalable storage for the first time. If you want to modify these properties after scalable storage is
enabled, you must use appropriate Kafka tools as mentioned in Kafka documentation. For more
information, see Apache Kafka documentation.
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Property Recommended Notes

Value
defaul t.replication.factor 2 Indicates the number of replicas of Kafka
partitions, not counting the original copy. For
example, for a total of 3 copies of the same
partition, a value of 2 means 1 original and 2
replicas.
num partitions 9 Indicates the number of Kafka topic partitions.

You can increase this value according to the
number of YARN NodeManager vcores. For
example: if YARN NodeManager has 16 vcores to
utilize, number of Kafka partitions should be 15.

You can customize other properties at any time as needed.

7 Click Save.

8 Clear your browser cache to view Sentinel Scalable Data Manager, a trimmed down version of
Sentinel for scalable storage.

9 Complete CDH and Elasticsearch configuration as mentioned in the following sections:
+ Performance Tuning Guidelines
+ Securing Elasticsearch
+ Submitting Spark Applications on YARN

Performance Tuning Guidelines

+ “Performance Tuning in CDH” on page 96
+ “Performance Tuning in SSDM” on page 98

Performance Tuning in CDH

The following table provides information about performance tuning recommendations that you must
perform on your CDH setup.

For information about how to set these values, refer to the Cloudera documentation.

Configuring Scalable Storage



Table 7-1 Tuning Guidelines for CDH

CDH Component

Scaling Factor

Recommendation

Kafka

HDFS

HBase

Data retention hours

| og.retention. ho
urs

Data directories

log.dirs

HDFS block size
df s. bl ock. si ze
Replication factor

df s.replication

DataNode data
directory

dfs.data.dir,dfs
. dat anode. data. d
ir

Maximum number of
transfer threads

df s. dat anode. max
. Xxci evers, df s. da
t anode. max. trans
fer.threads

HBase Client Write
Buffer

hbase. client.wi
te.buffer

HBase RegionServer
Handler Count

hbase. regi onserv
er. handl er. count

Configure the retention days based on the disk space available on
the Kafka node, EPS rate, and the number of days needed to
recover the system from a scalable storage outage if one were to
occur. Kafka will retain the data while the scalable storage system is
recovered, preventing data loss.

For example, at 10K EPS, Kafka needs 250 GB per day to store
data.

For information about the recommended disk storage for various
EPS rates, see the Technical Information for Sentinel page.

Each directory should be on its own separate drive.

Configure multiple paths to store Kafka partitions. For example, /
kafkal, /kafka2, and /kafka3.

For best performance and manageability, mount each path to a
separate physical disk (JBOD).

Increase the block size to 256 MB to reduce the disk seek time
among data nodes and to reduce the load on NameNodes.
Set the value to 3 so that it creates three copies (1 primary and 2

replicas) of files on data nodes.

More than 3 copies of files require additional disks on data nodes
and reduce the disk I/O latency. The number of data disks required
is usually multiplied with the number of replicas.

Each directory should be on its own separate drive.

Configure multiple paths for storing HBASE data. Example /dfs1, /
dfs2, and so on.

For best performance and manageability, mount each path to a
separate physical disk (JBOD).

Set it to 8192.

Set this value to 8 MB to increase the write performance of HBase
for a higher EPS load.

Set this value to 100.

This value must be approximately the number of CPUs on the
region servers.For example, if you have 6 region servers with 16
core each, set the region handler count as 100 (6 x 16 = 96).
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CDH Component Scaling Factor

Recommendation

YARN Container Virtual
CPU Cores

yar n. nodenmanager
. resour ce. cpu-
vcores=14

Container Virtual
CPU Cores
Maximum

yarn. schedul er. m
axi mum

al | ocati on-
vcores

Container Memory

yar n. nodenmanager
.resource. menory
-mb

Container Memory
Maximum

yarn. schedul er. m
axi mum
al l ocati on-nb

Disk Latency

Increase this value to up to 80% of NodeManager's available
vCPUs.For example, If NodeManager has 16 vCPUs resources, set
this value to up to 14 vcores so that you leave 2 vcore for operating
system utilization.

You can increase or decrease this value based on the available
vcores for NodeManager.

Allocate 1 vcore per Application Master container.

Increase this value to up to 80% of NodeManager's memory.

For example, if NodeManager memory is 24 GB, set this value to up
to 20 GB.You can increase or decrease this value based on the
available NodeManager memory.

Spark runs 3 applications: event data, raw data, and event indexer.
Ensure that each AM container has sufficient memory to run these
applications.

For example, if YARN ResourceManager has 24 GB, allocate a
maximum of 8 GB memory per AM container.

You can increase or decrease this value based on the available
ResourceManager memory.

Whenever the disk latency goes beyond 100 ms on a data node,
add more JBOD disks to the data node and configure the
component causing the highest I/O load to utilize the directories
where additional disks are mounted.

Performance Tuning in SSDM

SSDM automatically configures settings of Sentinel components connected to or running within the
scalable storage system, which are described in the following table:

Table 7-2 Newly Added Properties for Scalable Storage Configuration

Property Default Value Notes

rawdata.fullconnectordump false

(HDFS)

batch.duration 10 (seconds)

(YARN)

To reduce storage space and for better performance,
SSDM stores only the raw data and does not store
the full Connector dump for an event. If this property
is set to true, SSDM stores the full Connector dump,
which is 3 - 5 times larger than the raw data dump.

Indicates the batch interval for Spark streaming.
Events are continuously processed in batches at the
specified interval.

Configuring Scalable Storage



Property

Default Value

Notes

index.fields

(Elasticsearch)

id,dt,rv171,msg,ei,evt,xda

staxname,xdasoutcomena
me,sev,vul,rv32,rv39,rvl5s

9,dhn,dip,rv98,dp,fn,rv199
,dun,tufname,rv84,rv158,s
hn,sip,rv76,sun,iufname,s

p.iudep,rv198,rv62,st,tid,sr
cgeo,destgeo,obsgeo,rv14
5,estz,estzmonth,estzdiy,e
stzdim,estzdiw,estzhour,es
tzmin,rv24,tudep,pn,xdasc
lass,xdasid,xdasreg,xdasp

rov
es.num.shards 6
(Elasticsearch)

es.num.replicas 1
(Elasticsearch)

kafka.metrics.print false

(Kafka)

Indicates the event fields that you want Elasticsearch
to index.Chapter 7, “Configuring Scalable Storage,”

on page 95

Indicates the number of primary shards per index.

You can increase this default value when the shard
size goes beyond 50 GB.

Indicates the number of replica shards that each
primary shard should have.

A minimum of 2 node cluster is recommended
considering failover and high availability.

If enabled, SSDM periodically prints the Kafka client

metrics in Sentinel logs.

To avoid data loss and to optimize performance, SSDM automatically configures certain scalable
storage components’ settings described in the following table. For more information about these
advanced properties and the guidelines to consider when configuring these properties, see the

documentation for the specific component.

Table 7-3 Customized Properties of Scalable Storage Components

Component  Property Customized Value Reason for Customization
HDFS/HBase hbase.client.retries.number 3 To prevent data loss
hbase.zookeeper.recoverable.waittime 5000 To prevent data loss
hbase.client.pause 3 To prevent data loss
Kafka compression.type 1z4 For better performance and
also for storage size
reduction.
retries 2147483647 To prevent data loss
request.timeout.ms 2147483647 To prevent data loss
max.block.ms 2147483647 To prevent data loss
acks all To prevent data loss
reconnect.backoff.ms 10000 To improve performance
max.in.flight.requests.per.connection 5 To improve performance
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Component  Property Customized Value Reason for Customization

linger.ms 100 To improve performance.

ZooKeeper zookeeper.session.timeout 5000 To prevent data loss

To view or configure the advanced properties, in the SSDM home page, click Storage > Scalable
Storage > Advanced Properties.

IMPORTANT: You can add new properties or modify the existing properties as required. You must
specify these settings at your own discretion and validate them because the changes are applied as
is.

Securing Elasticsearch

Elasticsearch cluster nodes can be accessed by various clients such as the following:
+ Sentinel Scalable Data Manager: to fetch and present event data in the Event Visualization
dashboard.

+ Spark jobs running in the YARN NodeManager nodes: to perform bulk indexing of the events
received from Kafka.

+ Other external clients: to perform custom operations such as custom analytics.

Sentinel provides a security plug-in for Elasticsearch named elasticsearch-security-plugin that
authenticates and authorizes access to Elasticsearch. The plug-in uses either a SAML token or a
whitelist for validation depending on how the clients connect:

+ When a client sends a SAML token along with the request, the plug-in authenticates the token
against the Sentinel authentication server. Upon successful authentication, the plug-in allows
access only to the filtered events that the client is authorized for.

For example, the Event Visualization dashboard (client) displays only those events from
Elasticsearch that a user's role is authorized to view.

For information about roles and permissions, see “Creating Roles” on page 42.

+ When a client cannot send a SAML token, the plug-in checks it's whitelist of legitimate clients.
Upon successful validation, the plug-in allows access to all events without filtering.

+ When a client does not send a valid SAML token or is not allowed by the whitelist, the plug-in
considers it as an illegitimate client and denies access to the client.

Installing the Elasticsearch 5.0 Security Plug-In

The Elasticsearch security plug-in must be installed in each node of the Elasticsearch cluster.
To install the elasticsearch-security-plug-in:

1 Log into the SSDM server.

2 Copy the /etc/opt/novel I /sentinel/scal abl estore/ el asti csearch-security-
pl ugi n*. zi p file to a temporary location on each node in the Elasticsearch cluster.

3 Install the plug-in:

For Linux, log in as the user that Elasticsearch is running as and run the following
command:
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5
6

<el asticsearch_install _directory>/bin/elasticsearch-plugin install file://
| ocal host/<full path of elasticsearch-security-plugin*.zip file> --verbose

When prompted to continue with installation, enter y.

(Conditional) If Elasticsearch is not listening on the default HTTP port (9200), you must update
the Elasticsearch port number in each entry of the <el asti csearch_i nstal | _directory>/
pl ugi ns/ el asti csearch-security-plugin/elasticsearch-ip-whitelist.txt file.

For more information, see “Providing Access to Elasticsearch Clients by Using Whitelist” on
page 101.

Restart Elasticsearch.

Repeat Step 3 through Step 5 on each node in the Elasticsearch cluster.

Installing the Elasticsearch 2.3.2 Security Plug-In

The Elasticsearch security plug-in must be installed in each node of the Elasticsearch cluster.

To install the elasticsearch-security-plug-in:

1
2

Log in to the SSDM server.

Copy the / et c/ opt / novel | / senti nel / scal abl est ore/ el asti csearch-security-
pl ugi n*. zi p file to a temporary location on each node in the Elasticsearch cluster.

Install the plug-in:
For Linux, log in as the user that Elasticsearch is running as and run the following
command:

<el asticsearch_install _directory>/bin/plugin install file://local host/<full
pat h of el asticsearch-security-plugin*.zip file> --verbose

When prompted to continue with installation, enter y.

(Conditional) If Elasticsearch is not listening on the default HTTP port (9200), you must update
the Elasticsearch port number in each entry of the <el asti csearch_i nstal | _directory>/
pl ugi ns/ el asti csearch-security-plugin/elasticsearch-ip-whitelist.txt file.

For more information, see “Providing Access to Elasticsearch Clients by Using Whitelist” on
page 88.

Restart Elasticsearch.
Repeat Step 3 through Step 5 on each node in the Elasticsearch cluster.

Providing Secure Access to Additional Elasticsearch
Clients

By default, trusted clients such as SSDM server (for the Event Visualization Dashboard) and YARN
NodeManagers have access to Elasticsearch. If you want to use additional Elasticsearch clients, you
must provide secure access to those additional clients either by using SAML token or whitelist.
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Providing Access to Elasticsearch REST Clients by Using SAML
Token

If you are using a REST client to access Elasticsearch, you can include a SAML token in the request
header as follows:

1 Obtain a SAML token from the Sentinel authentication server. For more information, see the
REST API documentation available in Sentinel.
Click Help > APIs > Tutorial > API Security > Obtaining a SAML Token (Logon).

2 Use the SAML token in the subsequent REST requests: include the SAML token in the
Authorization header of each request made by the REST client. Specify the header name as
Aut hori zat i on and the header value as the <SAML token> obtained in Step 1.

Providing Access to Elasticsearch Clients by Using Whitelist

By default, Sentinel auto-populates a whitelist with the IP addresses of the trusted Elasticsearch
clients such as the SSDM server (for the Event Visualization Dashboard) and YARN NodeManagers.
The Elasticsearch security plug-in grants access to Elasticsearch for all the clients listed in its
whitelist.

To provide access to additional clients that do not send a valid Sentinel token, you must add the IP
address of the client and the HTTP port number of the Elasticsearch server to the whitelist in the | P
addr ess: port format. You must ensure that the external clients you add in the whitelist are legitimate
and trustworthy to prevent any unauthorized access.

To update the whitelist:

1 Log in to the Elasticsearch node as the user which Elasticsearch is running as.
2 Add the entries in the <el asti csearch_i nstal | _di rectory>/pl ugi ns/ el asti csear ch-
security-plugin/el asticsearch-ip-whitelist.txt file as follows:

<El asti csearch_Cient | P> <Target El asticsearch_HTTP_Port >

If there are multiple entries, add each entry in a new line and save the file.
3 Repeat the above steps in each node of the Elasticsearch cluster.

Updating the Elasticsearch Plug-In Configuration

In cases where you modify the scalable storage components’ IP address/hosthame and port number
or the Elasticsearch version and port number, you must update the Elasticsearch plug-in
configuration files accordingly.

Perform the following steps on each node of the Elasticsearch cluster:

1 Log in to the Elasticsearch node as the user which Elasticsearch is running as.

2 (Conditional) If you modified YARN NodeManager IP addresses, SSDM IP address, or the
Elasticsearch port number, update the whitelist accordingly to ensure that the Elasticsearch
security plug-in grants access to the Elasticsearch clients.

For more information, see “Providing Access to Elasticsearch Clients by Using Whitelist” on
page 88.
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3 (Conditional) If you modified the SSDM IP address or web server port number, update the
aut hServer. host and aut hServer. port properties in the
<el asticsearch_install _directory>/plugins/elasticsearch-security-plugin/
pl ugi n-confi gurati on. properti es file accordingly and restart Elasticsearch.

4 (Conditional) If you upgraded Elasticsearch to a newer version, update the
el asti csear ch. versi on property in the <el asti csearch_i nstal | _directory>/pl ugi ns/
el asti csearch-securi ty-pl ugi n/ pl ugi n-descriptor. properti es file accordingly and
restart Elasticsearch.

Submitting Spark Applications on YARN

To process Sentinel data in CDH, you must run the manage_spar k_j obs. sh script to submit the
following Spark jobs on YARN:
+ To stream event data and raw data to HBase tables
+ To start indexing into Elasticsearch
You must run the nanage_spar k_j obs. sh script in the following scenarios:
+ When you modify the IP address or port number of Elasticsearch or any of the CDH
components.
+ When you restart the CDH or YARN cluster.
+ When you reboot the CDH or YARN machine.
To submit Spark jobs on YARN:
1 Log in to the SSDM server as the novel | user and copy the files to the Spark history server
where HDFS NameNode is installed:
cd /etc/opt/novell/sentinel/scal abl estore

scp SparkApp-*.jar avroevent-*.avsc avrorawdata-*.avsc spark. properties
| og4j . properties manage_spark_j obs. sh root @hdfs_node>: <dest i nati on_directory>

where <destination_directory> is any directory where you want to place the copied files. Also,
ensure that the hdf s user has full permissions to this directory.

2 Login to the <hdfs_node> server as the root user and change the ownership of the copied files
to hdf s user:

cd <destination_directory>

chown hdfs SparkApp-*.jar avroevent-*.avsc avrorawdata-*.avsc spark. properties
| og4j . properties nmanage_spark_j obs. sh

Assign executable permission to the manage_spar k_j obs. sh script.
3 Run the following script to submit the Spark jobs:
./ manage_spark_j obs. sh start
The above command takes a while to complete the submit process.
4 (Optional) Run the following command to verify the status of the submitted Spark jobs:

./ manage_spark_j obs. sh status
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Working with Sentinel Scalable Data Manager

Sentinel Scalable Data Manager enables you to manage data collection, event routing, search,
visualize events, and perform certain administrative activities. For other Sentinel capabilities such as
real-time analytics and reporting, you must install additional Sentinel servers with traditional storage.
You can configure event routing rules to forward specific events required for analysis from Sentinel
Scalable Data Manager to those Sentinel servers by using Sentinel Link.

To configure data collection and event routing rules, see Part IV, “Collecting and Routing Event Data,”
on page 97.

To search and visualize events, see the following chapters in the NetlQ Sentinel User Guide:

+ Visualizing Events Indexed in Scalable Storage

+ Searching Events Indexed in Scalable Storage

Modifying Scalable Storage Configuration

Log in to the SSDM web interface.

Click Storage > Scalable Storage.

Modify the IP addresses or hostnames or port numbers of the desired components.
(Optional) Modify the advanced configurations for CDH components.

Click Save.

(Conditional) If you modified YARN NodeManager IP addresses, SSDM IP address, or the
Elasticsearch port number, update the whitelist accordingly to ensure that the Elasticsearch
security plug-in grants access to the Elasticsearch clients.

o 00~ WN P

For more information, see “Providing Access to Elasticsearch Clients by Using Whitelist” on
page 88.

7 Verify whether any YARN applications are running:
./ manage_spark_j obs. sh status
If there are any YARN applications running, stop those applications:
./ manage_spark_j obs. sh stop

8 Resubmit Spark applications. For more information, see “Submitting Spark Applications on
YARN” on page 89.

Viewing the Complete Event Data and Raw Data

SSDM indexes only certain fields of an event and displays only the indexed fields in the search
results. To view all the fields of an event including the non-indexed fields, SSDM provides an API that
helps you extract the entire event data directly from HBase. Similarly, you can use this API to extract
raw data as well.

To extract raw data or event data, you can run the rest _cl i ent. sh script and specify the RecordID
of raw data or EventID of the event respectively along with the time range during which the event
occurred. The time range must be in yyMMddHHmMmss format. To determine the RecordID of the raw
data, you must first extract the event data and note down the RecordID (rv25 value) of the event.
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To extract raw data or event data from HBase:

1 Log into the SSDM server as a non-administrator user.
2 (Conditional) To extract event data, run the following command:

sudo —u novel |l /opt/novell/sentinel/bin/rest_client.sh <sentinel_user_nane>
<sentinel password_file> https://<sentinel | Paddress>: <sentinel port>/
Sent i nel RESTSer vi ces/ obj ect s/ sor/ event/<event _| D>/ from date/to_date

3 (Conditional) To extract raw data, perform the following:

3a (Conditional) If you do not have the RecordID of the raw data, complete Step 2 to determine
the RecordID (rv25 value) of the event.

3b Run the following command:

sudo —u novel I /opt/novell/sentinel/bin/rest_client.sh <sentinel _user_nanme>
<sentinel _password_file> https://<sentinel _| Paddress>: <senti nel _port>/
Sent i nel RESTSer vi ces/ obj ect s/ sor/rawdat a/ <raw _data_record_| D>/ from dat e/
to_date

Reindexing Data from HBase

You can rebuild the Elasticsearch index by using the data stored in HBase. Reindexing data helps in
the following scenarios:

+ Index has been corrupted.

¢ Index has been deleted.

+ Event fields to be indexed by Elasticsearch have been modified.

To reindex data from HBase:
1 Log in to the Spark history server and change to the directory where you stored the Spark job
related files when submitting Spark jobs.
2 Run the following command:

sudo -u hdfs spark-submit --master yarn --files

spark. properties,|og4j.properties --deploy-node client --class

com novel | . senti nel . spar k. scanner. HbaseScanner Spar kApp-*.jar -

conf Fi | e=spark. properties -tabl e=<hbase_t abl e_name> -frome<yyddnmrhhmmss> -
t o=<yyddmrhhnmmss> -i nt erval =<seconds> -

out put handl er =com novel | . senti nel . spar k. scanner. Event | ndexRDDHand| er

where:

hbase_t abl e_nane is the HBase table from which data is read for indexing. The HBase table
name is in the <t enant _| D>: security. events. nornal i zed format.

f r omis the timestamp of the HBase table row from which reindexing should start.
t o is the timestamp of the HBase table row where reindexing should stop.

i nt erval is the batch interval in seconds.
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Configuring Data Retention Policies

The data retention policies control when data should be deleted from the system. A retention policy
contains a filter that is used to identify the events for which the retention policy applies and the
minimum and maximum number of days these events should be kept in the system.

You can configure one or more data retention policies to control the duration for which specific types
of events are retained in Sentinel. Except for the Raw Data Retention policy, all of the configured
policies apply to the event data.

The configured retention policies are displayed in the data retention policy table. By default, the data
retention policy table is refreshed every 30 seconds to reflect the changes made by multiple
administrators.

NOTE: For traditional storage, data retention policies are applied in addition to the configured disk
space usage parameters, as described in “Configuring Disk Space Usage” on page 68. These
policies are a logical overlay, whereas the disk space usage configuration is related to the physical
memory space usage.

+ “Rules for Applying a Retention Policy” on page 93

+ “Raw Data Retention Policy” on page 94

+ “Event Data Retention Policies” on page 94

+ “Data Deletion Policy for Traditional Storage” on page 95
+ “Data Deletion Policy for Scalable Storage” on page 96

Rules for Applying a Retention Policy

An event could match the filter criteria of multiple data retention policies.

To determine which data retention policy will apply to an event and, therefore, how long an event will
be retained before deleting it from the data storage, apply the following rules:

1. If an event meets the criteria of only one data retention policy filter, that data retention policy is
applied to the event.

2. If an event does not meet the criteria for any of the data retention policies, the default data
retention policy is applied to that event.

3. If an event meets the criteria for more than one of the data retention policies, the following
guidelines are used to determine which data retention policy should be applied:

+ If the maximum retention period of a policy is shorter than the others, that policy is applied.
(If the maximum retention period is not specified for a policy, the policy is considered to
have a long maximum retention period.)

+ |If multiple matching policies have the same shortest maximum retention period, the policy
with the longest minimum retention period is applied.

+ If multiple matching policies have the same shortest maximum retention period and the
same longest minimum retention period, the system arbitrarily applies one of the policies.
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Raw Data Retention Policy

The raw data retention policy controls the duration for which the raw data is kept in the system before
it is deleted.The raw data retention policy cannot be deleted or disabled. However, you can modify the
Keep at most and Keep at Least values, which determine the maximum and minimum number of
days to keep the raw data file.

The process to delete raw data files runs every time the server is started, every hour because that is
when the raw data files are closed, and whenever the Keep at most value is changed. All the files
exceeding the retention time are removed permanently from the data storage.

Event Data Retention Policies

The event data retention policies control the duration for which different types of event data are kept
in the system before being deleted.

Creating Event Data Retention Policies

To create a data retention policy:

1 Log in to the Sentinel Web interface as a user in the administrator role.
2 Click Storage > Events.
3 In the Data Retention section, click Create.
4 Use the following information to create the data retention policy.
Policy name: Specify a name for the retention policy.
The policy name must be unique and must contain alphanumeric characters.

Criteria: Specify the data retention policy criteria, or the filter value. Use the same syntax as
searches.

Click the Build criteria icon to build a new criteria from available system objects containing
criteria.

You can also use existing criteria by clicking the Select and append criteria icon.

Keep at least: Specify the minimum number of days to retain the events in the system. The
value must be a valid positive integer.

Sentinel might retain the data for more number of days than this value (up to the Keep at most
value, if specified) if disk space is available. This setting allows Sentinel to preferentially delete
event data that is no longer needed when disk space must be freed.

Keep at most: (Optional) Specify the maximum number of days for which the events should be
retained in the system. The value must be a valid positive integer and must be greater than or
equal to the Keep at least value.

NOTE: For scalable storage, if you specify both Keep at least and Keep at most values, Sentinel
considers only the Keep at most value for data retention.

Sentinel ensures that partitions that contain this kind of data will never be retained for longer than
this value (assuming Sentinel is running and has access) for privacy or compliance reasons.

If no value is specified, Sentinel retains events of this type until the disk space usage policies
remove them.

5 Click save. The newly created policy is displayed in the data retention table.
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The table also contains the following additional columns:
Size: Displays the amount of space used to store the events for each retention policy.
Events: Displays the number of events for the selected retention policy.

The policies are sorted in alphabetical order by policy name. The default retention policy is
always shown as the last policy in the list.

Configuring the Retention Period for the Event
Associations Data

By default, Sentinel retains the event associations data that is present in the exported associations (/
var/opt/ novel | / senti nel / dat a/ event dat a/ expor t ed_associ at i ons) directory for 14 days.

NOTE: Event associations data is available only in traditional storage.

However, you can change this retention period by performing the following steps:

1 Log in to the Sentinel server as the novel | user.

2 Openthe/etc/opt/novel l/sentinel/config/configuration.properti es file.

3 Add the following line in the file:
sentinel . exportedAssoci ations. retention. peri od=<retention period>
For example, if you want to set the Export Association files retention period to 90 days:
sentinel . exportedAssoci ati ons. retention. peri od=90

4 Save the modified confi gurati on. properti es file.

5 Restart Sentinel.

Data Deletion Policy for Traditional Storage

Sentinel deletes the data types in their listed order until the required space is available.

1. All partitions (both primary storage and secondary storage) are deleted as soon as the Keep at
most time limit of their retention policy is reached.

2. Partitions that are successfully moved to secondary storage. The oldest partition is deleted first
until none are left or until the desired amount of space is available.

3. Partitions that are not yet moved to secondary storage, but have reached their retention policy's
Keep at most time limit. The partitions that are close to the Keep at most limit are deleted first,
until none are left or until the desired amount of space is available.

If at least half of the desired space is not yet free, partitions are deleted early, on the assumption
that incoming data is more important than old data.

4. Partitions that are not yet moved to secondary storage that have reached their retention policy's
Keep at most time limit. The partitions that are close to the Keep at most limit are moved first,
until none are left or at least half of the desired amount of space is available, but the current UTC
day partitions are not deleted.
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Data Deletion Policy for Scalable Storage

Sentinel deletes data from HDFS when the data has reached its retention policy’s time limit. If both
Keep at most and Keep at least values are specified, Sentinel deletes data when it has reached its
Keep at most time limit. Along with deleting raw data and event data, Sentinel also deletes the
corresponding data (document) in Elasticsearch. If a particular index in Elasticsearch does not
contain any data, the index will also be deleted.

Sentinel does not delete data based on the disk usage. You must manually monitor the disk usage in
the CDH Ul and take appropriate measures to avoid data deletion.
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Collecting and Routing Event Data

This section provides information about collecting and routing events.

+ Chapter 9, “Configuring Agentless Data Collection,” on page 99

+ Chapter 10, “Configuring Agent-Based Data Collection,” on page 131
+ Chapter 11, “Managing Event Sources,” on page 133

+ Chapter 12, “Configuring Event Routing Rules,” on page 141

+ Chapter 13, “Mapping Events,” on page 145

¢ Chapter 14, “Linking to Additional Sentinel Systems,” on page 157

Collecting and Routing Event Data 97



98 Collecting and Routing Event Data



9 Configuring Agentless Data Collection

Sentinel can collect data from a wide range of event sources, such as intrusion detection systems,
firewalls, operating systems, routers, databases, switches, mainframes, antivirus applications, and
Novell applications. A modular architecture divides the task of protocol-level connections
(Connectors) and the parsing logic (Collectors) for specific event sources.

Sentinel supports a wide variety of Connectors and also includes a variety of Collectors. The
configuration required to integrate a new event source with Sentinel varies, depending on the type of
event source and the communication method selected.

You should review the Collector and Connector documentation for any new event source integration
to ensure that all available features are enabled.

The configuration required to integrate a new event source with Sentinel varies depending on the
type of event source and the communication method selected.

+ “Before You Begin” on page 99

+ “Configuring Data Collection for Syslog Event Sources” on page 99

+ “Configuring Data Collection for the Novell Audit Server” on page 103

+ “Configuring Data Collection for Other Event Sources” on page 107

+ “Managing Event Sources” on page 125

Before You Begin

+ Determine the Collector and Connector plug-ins installed in the system by clicking Plug-ins >
Catalog. You can see the plug-ins versions and other metadata, which helps you determine
whether you have the latest version of a plug-in. If you want a later version of a plug-in,
download the plug-in from the Sentinel Plug-ins Web site.

+ For information about editing Collectors that are already included in Sentinel, see the Sentinel
Plug-ins SDK Web site.

Configuring Data Collection for Syslog Event Sources

Sentinel is preconfigured to accept Syslog data from Syslog event sources that send data over TCP
(port 1468), UDP (port 1514), or SSL (port 1443). You can also configure Sentinel to listen on
additional ports. To collect Syslog data, configure your Syslog event sources to send data to one of
these ports.

The following sections describe how you can configure the event sources to send data to Sentinel
and how you can configure new Syslog ports to receive data:

+ “Parsing Logic for Syslog Messages” on page 100
+ “Configuring Syslog Servers” on page 100
+ “Configuring Client Authentication for the SSL Syslog Server” on page 101
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Parsing Logic for Syslog Messages

Sentinel can receive, store, and search against events from any Syslog source. If it recognizes the
data source, Sentinel automatically chooses the most suitable Collector to parse the data, parses the
data into events, and stores the data in the configured secondary storage location.

You can filter the collected data to drop any unwanted events. Messages from recognized data
sources are parsed into fields such as t arget | P address and source user nane. Messages from
unrecognized data sources are placed in a single field for storage, searching, and reporting.

The Generic Event Collector collects and processes data from unrecognized event sources that have
suitable Connectors. If the data was generated by a supported event source, the Generic Event
Collector analyzes the received data and attempts to parse the information. If the Generic Event
Collector does not understand the message, it does minimal parsing and places the text in the
Message (Msg) field.

Configuring Syslog Servers

When you point your Syslog event sources to Sentinel, Sentinel automatically creates an event
source entry to track data received from the event source. An entry is created for each unique IP
address or hostname that appears in the header portion of the Syslog messages. This entry enables
you to identify the computers generating the Syslog messages, regardless of whether they are being
aggregated by a Syslog relay or not. It also enables you to manage how the data is processed.

To add or remove Syslog servers, use the Event Source Management interface. For more
information, see “Configuring Data Collection for Other Event Sources” on page 107.

1 Log in to the Sentinel Main interface as an administrator.

2 Click Collection > Event Source Servers.

3 Inthe Syslog Server section, specify the SSL, TCP, and UDP port numbers for the Syslog
servers.

The default ports for SSL, TCP, and UDP are 1443, 1468, and 1514 respectively.

4 To start or stop the data collection for each of the Syslog servers, select the On or Off options
next to them.

5 To change the port values, specify a valid port value.
The following table shows the status messages you see after entering the valid or non-valid port

values.

Status Icon Message

Green Check Mark If the specified port is valid and is notin use, aport is valid and
open message is displayed.

Red Cross If the specified port is not valid (non-numeric or not between 1 to
65535), aport is not valid message is displayed.

Red Cross If the specified port is valid but it is already in use, or if the Syslog server

does not have permission to use it, aport is valid but not open
message is displayed.

6 Set the appropriate client authentication and server key pairs settings for the SSL Syslog server.

For more information about setting the client authentication, see “Configuring Client
Authentication for the SSL Syslog Server” on page 101.
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The SSL Syslog server is automatically restarted if any changes are made here.
7 (Optional) Click Reset to restore the previous settings.
8 Click Save to save the new settings.

The Save button is disabled until you specify a valid port for all of the servers.

Configuring Client Authentication for the SSL Syslog Server

The client authentication settings determine how strictly the SSL Syslog server verifies the identity of
Syslog event sources that are attempting to send their data.You should use a strict client
authentication policy that is applicable in your environment to prevent rogue Syslog event sources
from sending undesired data into Sentinel.

Open: No authentication is required. Sentinel does not request, require, or validate a certificate from
the event source.

Loose: Avalid X.509 certificate is required from the event source, but the certificate is not validated.
It does not need to be signed by a certificate authority.

Strict: Avalid X.509 certificate is required from the event source, and it must be signed by a trusted
certificate authority. If the event source does not present a valid certificate, Sentinel does not accept
its event data.

¢ “Creating a Trust Store” on page 101

+ “Importing a Certificate into the Trust Store” on page 102

+ “Server Key Pair” on page 102

Creating a Trust Store

For strict authentication, you must have a trust store that contains the public certificate of the
certificate authority (CA) that signed the event source certificate. After you have a DER or PEM
certificate, you can create the trust store by using the TruststoreCreator utility that comes with
Sentinel.

1 Log in to the Sentinel server as novel | user.

2 Gotothe/var/opt/novel l/sentinel/datal/updates/done folder.

3 Use the following command to extract the sysl og_connect or. zi p file:

unzi p sysl og_connector. zip

4 Copy the Trust st or eCreat or. sh or Trust st or eCr eat or . bat file to the machine that has the
certificates.

or
Copy the certificates to the computer with the TruststoreCreator utility.
5 Run the Trust st or eCr eat or . sh utility as follows:

TruststoreCreator.sh -keystore /tnp/ my. keystore -password passwordl -certs /
tnp/certl. pem/tnp/cert2. pem

In this example, the TruststoreCreator utility creates a keystore file called ny. keyst or e that
contains two certificates (cert 1. pemand cert 2. pem). It is protected by the password
passwordl. The keystore file must be imported into the trust store.
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Importing a Certificate into the Trust Store

For strict authentication, the administrator can import a certificate by using the Import button. This
helps ensure that only authorized event sources are sending data to Sentinel. The trust store must
include public certificate of the certificate authority (CA) that signed the event source certificate.

The following procedure must be run on the computer that has the trust store on it. You can open a
web browser on the computer with the trust store or move the trust store to any computer with a web
browser.

NOTE: If the CAis signed by another CA, you must import the chain of CA certificates until the root
CA.

To import a trust store:

Log in to the Sentinel Main interface as an administrator.

Click Collection > Event Source Servers.

In the Syslog Server section, select the Strict option under Client authentication.
Click Browse and browse to the trust store file (for example, ny. keyst or e)
Specify the password for the truststore file.

Click Import.

(Optional) Click Details to see more information about the trust store.
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(Optional) Click Reset to restore the previous settings.
Click Save.

©

After the trust store is successfully imported, you can click Details to see the certificates included in
the trust store.

Server Key Pair

Sentinel is installed with a built-in certificate, which is used to authenticate the Sentinel server to the
event sources. This certificate can be overridden with a certificate signed by a public certificate
authority (CA).

To replace the built-in certificate:

Log in to the Sentinel Main interface as an administrator.

Click Collection > Event Source Servers.

In the Syslog Server section, under Server key pairs, select Custom.
Click Browse and browse to the trust store file.

Specify the password for the trust store file.

Click Import.
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(Optional) If there is more than one public-private key pair associated with the file, select the
desired key pair, then click OK.

(o]

(Optional) Click Details to see more information about the server key pair.
9 (Optional) Click Reset to restore the previous settings.
10 Click Save.
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Configuring Data Collection for the Novell Audit
Server

Many Novell products send data to Sentinel by using a Platform Agent. Data is received by an Event
Source Server called the Audit Server, which is packaged with Sentinel. The Audit Server is similar in
many ways to a Syslog server.

The following sections describe the procedure to configure the Audit Server port to receive data and
also to set the Audit Server options:

+ “Specifying the Audit Server Settings” on page 103

¢ “Setting the Audit Server Options” on page 104

Specifying the Audit Server Settings

To specify the data collection settings for the Audit Server:

1 Log in to the Sentinel Main interface as an administrator.
2 Click Collection > Event Source Servers.

3 Inthe Audit Server section, select the On or Off options to start or stop the data collection for the
Audit Server.

4 In the Audit Server section, specify the port on which the Sentinel server listens to messages
from the event sources.

For more information about setting the port, see “Port Configuration and Port Forwarding for the
Audit Server” on page 104.

5 Set the appropriate client authentication and server key pairs settings.

For more information about client authentication, see “Client Authentication for the Audit Server”
on page 105.

The Audit server and all related Audit Connectors are automatically restarted if any changes are
made here.

6 Select the Sentinel server behavior when the number of events received exceeds the buffer
capacity.

WARNING: If you select Drop oldest messages, there is no supported method to recover
dropped messages,

7 Select Idle Connection to disconnect event sources that have not sent data for a certain period
of time.

The event source connections are automatically re-created when they start sending data again.
8 Specify the number of minutes before an idle connection is disconnected.
9 (Optional) Select Event Signatures to receive a signature with the event.

To receive a signature, the Platform Agent on the event source must be configured properly. For
information on validating event signatures, see the Signing Events section in the Audit Platform
Agent Guide.

10 (Optional) Click Reset to restore the previous settings.
11 Click Save to save the new settings.
The Save button is disabled until a valid port is specified for the server.
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These settings might affect data collection for several servers (for example, multiple eDirectory
instances). However, they do not start or stop services on the event source computers. Changes on
this page take effect immediately.

To view the health of the Audit Server and its event sources, see “Managing Event Sources” on
page 125.

Setting the Audit Server Options

Administrators can change the settings for how Sentinel listens for data from the event source
applications, set the port on which Sentinel listens, and select the type of authentication between the
event source and Sentinel.

+ “Port Configuration and Port Forwarding for the Audit Server” on page 104

+ “Client Authentication for the Audit Server” on page 105

Port Configuration and Port Forwarding for the Audit Server

By default, Sentinel listens on port 1289 for messages from the server. When the port is changed, the
system checks whether the specified port is valid and open.

Binding to ports lower than 1024 requires r oot privileges, so you should use a port higher than 1024.
You can change the source devices to send data to a higher port or use port forwarding on the
Sentinel server.

To change the Platform Agent to send data to a different port:

1 Log in to the event source computer.

2 Open the | ogevent file for editing. The file location depends on the operating system:
+ Linux:/etc/l ogevent. conf
+ Windows: C:\ W NDOMB\ | ogevent . cfg
+ NetWare: SYS: \ et c\ | ogevent . cfg

*

Solaris: / et ¢/ | ogevent . conf

3 Set the LogEngi nePort parameter to the desired port.
4 Save the file.

5 Restart the Platform Agent.

The method varies by operating system and application. Restart the computer or refer to the
application-specific documentation on the NetlQ Documentation Web site (http://www.netiq.com/
documentation) for more instructions.

To configure port forwarding on the Sentinel server:

1 Log in to the Sentinel server operating system as r oot (or su to root).
2 Openthe/etc/init.d/boot.local filefor editing.
3 Add the following command at the end of the bootup process:

i ptables -A PREROUTING -t nat -p protocol --dport incomng port -j DNAT --to-
destination | P:rerouted port

Replace protocol with tcp or udp, incoming port with the port where the messages are arriving,
and IP:rerouted port with the IP address of the local computer and an available port above 1024.
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4 Save the changes.

5 Reboot the server. If you cannot reboot immediately, run the i pt abl es command in Step 3 from
a command line.

Client Authentication for the Audit Server

The event sources send their data over an SSL connection, and the Client authentication setting for
the Sentinel server determines what kind of authentication is performed for the certificates from the
Audit Server on the event sources.

Open: No authentication is required. Sentinel does not request, require, or validate a certificate from
the Event Source.

Loose: Avalid X.509 certificate is required from the Event Source, but the certificate is not validated.
It does not need to be signed by a certificate authority.

Strict: A valid X.509 certificate is required from the Event Source, and it must be signed by a trusted
certificate authority. If the Event Source does not present a valid certificate, Sentinel does not accept
its event data.

+ “Creating a Trust store” on page 105

+ “Importing a Certificate into the Trust Store” on page 106

+ “Server Key Pair” on page 106

Creating a Trust store

For strict authentication, you must have a trust store that contains the public certificate of the
certificate authority (CA) that signed the event source certificate. After you have a DER or PEM
certificate, you can create the trust store by using the CreateTrust store utility that comes with
Sentinel.
1 Log in to the Sentinel server as novell.
2 Goto/var/opt/novell/sentinel/datalupdates/done.
3 Unzip the audi t _connect or. zi p file:
unzi p audit_connector.zip
4 Copy Trust st oreCreator.shor Trust st or eCr eat or . bat to the computer with the certificates
or
Copy the certificates to the computer with the Tr ust st or eCr eat or utility
5 Run the Trust st or eCr eat or. sh utility:

TruststoreCreator.sh -keystore /tnp/ my. keystore -password passwordl -certs /
tnp/certl. pem/tnp/cert2. pem

In this example, the TruststoreCreator utility creates a keystore file called ny. keyst or e that
contains two certificates (cert 1. pemand cert 2. pem). It is protected by the password
passwordl.
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Importing a Certificate into the Trust Store

For strict authentication, the administrator can import a certificate. This helps ensure that only
authorized event sources are sending data to Sentinel. The trust store must include public certificate
of the certificate authority (CA) that signed the event source certificate.

The following procedure must be run on the machine that has the trust store on it. You can open a
web browser on the machine with the trust store or move the trust store to any machine with a web
browser.

NOTE: If the CA is signed by another CA, then you must import the chain of CA certificates until the
root CA.

Log in to the Sentinel Main interface as an administrator.

Select Collection > Event Source Servers.

In the Audit Server section, select the Strict option under Client authentication.
Click Browse and browse to the trust store file (for example, ny. keyst or e)
Specify the password for the trust store file.

Click Import.

(Optional) Click Details to see more information about the trust store.
(Optional) Click Reset to restore the previous settings.

Click Save.
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After the trust store is imported successfully, you can click Details to see the certificates included in
the trust store.

Server Key Pair

Sentinel is installed with a built-in certificate, which is used to authenticate the Sentinel server to the
event sources. This certificate can be overridden with a certificate signed by a public certificate
authority (CA).

To replace the built-in certificate:

Log in to the Sentinel Main interface as an administrator.

Click Collection > Event Source Servers.

In the Audit Server section, under Server key pairs, select Custom.
Click Browse and browse to the trust store file.

Specify the password for the trust store file.

Click Import.
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(Optional) If there is more than one public-private key pair in the file, select the desired key pair
and click OK.

(Optional) Click Details to see more information about the server key pair.

©

9 (Optional) Click Reset to restore the previous settings.
10 Click Save.
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Configuring Data Collection for Other Event Sources

The Event Source Management (Live View) interface provides a set of tools to manage and monitor
connections between Sentinel and the event sources that provide data to Sentinel. The graphical
interface shows the current event sources and the software components that are processing data
from that event source. Each component can be easily deployed to integrate the devices in the
enterprise, and it can be monitored in real time within the Event Source Management interface. Some
Connectors and Collectors must be configured in Event Source Management, such as the WMS
connector for Windows, Database connectors, and SDEE connectors for Cisco devices.

NOTE: If you are using openSUSE11.1, update your JRE to the latest version. Then use the Java
Web Start (j avaws) launcher command to launch the Event Source Management.

You can perform the following tasks through the Event Source Management window:

+ Add or modify connections to event sources by using Configuration wizards.

+ View the real-time status of the connections to event sources.

+ Import or export configuration of event sources to or from the Live View.

+ View and configure Connectors and Collectors that are installed.

+ Import or export Connectors and Collectors from or to a centralized repository.

+ Monitor data flowing through the Collectors and Connectors.

+ Design, configure, and create the components of the event source hierarchy, and execute
required actions by using these components.

+ “Accessing Event Source Management” on page 107

+ “Viewing Data in Event Source Management” on page 108

+ “Searching for Event Sources” on page 113

¢ “Installing Plug-Ins” on page 114

¢ “Updating a Connector or a Collector Plug-In” on page 115

+ “Adding Components to Sentinel” on page 115

+ “Connecting to Event Sources” on page 117

+ “Exporting Configurations” on page 121

+ “Importing Configurations” on page 121

+ “Debugging” on page 122

*

“Troubleshooting” on page 125

Accessing Event Source Management

1 Log in to the Sentinel Main interface as an administrator.
https://<lP_Address/ DNS_Senti nel _server:8443>/ senti nel /vi ews/ mai n. ht m

Where IP_Address/DNS_Sentinel_server is the IP address or DNS name of the Sentinel server
and 8443 is the default port for the Sentinel server.

2 In the toolbar, click Applications > Launch Control Center.
or

In the toolbar, click Collection > Advanced > Launch Control Center.

Configuring Agentless Data Collection 107



3 Log in to the Sentinel Control Center.

4 In toolbar, click Event Source Management > Live View.

Viewing Data in Event Source Management

In the Event Source Management, you can view configuration data in different views:

+ “Graphical ESM View” on page 108

+ “Table ESM View” on page 110

+ “How the Components Are Displayed” on page 111
+ “Component Status Indicators” on page 111

+ “Right-Click Menus” on page 112

Graphical ESM View

The graphical view is the default view in Event Source Management. In the graphical view, you can
view the status of a Collector and access the configuration settings of Collectors and Collector objects
as a graph of connected nodes.
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Figure 9-1 Graphical View
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By default, the Health Monitor Display frame displays in the graphical view. The data can be
displayed in several different layouts. The default layout in graph is the Hierarchic Left to Right layout.
You can change between these layouts by selecting the layout format from the drop-down list in the
toolbar.

TIP: Click in the graphical ESM view and use the “+” or “-"sign to zoom in or zoom out, or use the
mouse wheel to zoom in and zoom out.

In the graphical view, the lines connecting the components are color-coded to indicate data flow.
Green Line: Indicates that data is flowing between the components.

Grey Line: Indicates that the connection is not live and there is no data flow.
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Blue dashed Line: Indicates the logical relation of Event Source Servers to their associated
Collector Managers and event sources.

To improve the manageability and performance of the graphical display, Sentinel automatically
collapses any node with 20 or more immediate child node. This is especially useful for Connectors
such as Syslog or Novell Audit that have the ability to automatically configure a large number of event
sources.

In collapsed state, a node displays the number of immediate child nodes, such as WMI Connector (3)
[Collector name (Number of immediate children)]. The Children panel of a collapsed node shows the
immediate children of that node, each of which can be managed in the same way as nodes in the
tabular ESM view.

NOTE: Event Source Server node do not have the plus or minus sign after their names even if they
contain child nodes.

The parent node can take several minutes to expand if it has a large enough number of child nodes to
potentially cause the user interface to become unresponsive.

Table ESM View

The components visible in the graphical view of ESM can also be viewed in a table. You can view the
status of a Collector in the table and access the configuration settings of Collectors and Collector
related objects.

Figure 9-2 Event Source Management Table View
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'f Syslog Connector On On

The columns in the ESM table view are as follows:

Configured Status: The On state the object is configured to be in. This is the state that is stored in
the database, which does not necessarily match the actual On state of the object. For example, the
two states do not match if a parent object is turned off or if there is an error.

Actual Status: The On state of the object as reported by the actual running Collector Manager.

Connection Info (populated for Event Sources only): Atext description of the event source
connection.

Error: Atext description of an error that occurred in the running object.
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TIP: Use the Table and Graph tabs to change to tabular and graphical views.

How the Components Are Displayed

ESM displays the information on the Collectors and other components in a hierarchy specific to ESM.

Table 9-1 Components of the ESM Hierarchy
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or the Sentinel
Server

Collector

Connector

Event Source
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The single Sentinel icon represents the main Sentinel Server that
manages all events collected by the Sentinel system.

The Sentinel object is installed automatically through the Sentinel
installer.

The Collector Manager display name in the ESM is Sentinel
Server.

Each icon represents another instance of a Collector Manager
process. Multiple Collector Manager processes can be installed
throughout the enterprise. As each Collector Manager process
connects to Sentinel, the objects are automatically created in
ESM.

Collectors instantiate the parsing logic for data from a particular
event source. Each Collector icon in ESM refers to a deployed
Collector script as well as the runtime configuration of a set of
parameters for that Collector.

Connectors are used to provide the protocol-level communication
with an event source, using industry standards like Syslog, JDBC,
and so forth. Each instance of a Connector icon in ESM
represents the Connector code as well as the runtime
configuration of that code.

An Event Source Server (ESS) is considered part of a Connector,
and is used when the data connection with an event source is
inbound rather than outbound. The ESS represents the daemon or
server that listens for these inbound connections. The ESS caches
the received data, and one or more Connectors connect to the
ESS to retrieve a set of data for processing. The Connector
requests only the data from its configured event source (defined in
the metadata for the event source) that matches additional filters.

The event source represents the actual source of data for
Sentinel. Unlike other components, this is not a plug-in, but is a
container for metadata, including runtime configuration about the
event source. In some cases a single event source can represent
many real sources of event data, such as if multiple devices are
writing to a single file.

Component Status Indicators

Indicators are used to represent various states as follows:
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Table 9-2 Component Status Indicators

m Stopped Indicates that the component is stopped.
[ Running Indicates that the component is running.
Warning Indicates that a warning is associated with the component. At this

time, this warning indicator is primarily used to show when the
configured state and actual state of a component differ. (That is, a
component is configured to be running, but the actual state of the
component is stopped.)

0 Error Indicates that an error is associated with the component. See the
individual component’s status display for details about the error.

) Reporter Time is Indicates when the time of a component differs from the main

Skewed server’s time. (The difference is greater than a predefined time

threshold.)

2% Debug Indicates that the component is in Debug mode. Only a Collector
can be in Debug mode.

B Unknown Indicates that the status of the object in the ESM panel is not yet
known.

Right-Click Menus

The Health Monitor Display View provides a set of right-click menus that helps you execute a set of
actions, as described below:

The right-click actions available depend on the object you click.

Status Details: View all information known about the status of the selected object.
Start: Run an object.

The selected object starts only after the parent nodes starts and is running.

Stop: Stops the running object.

Edit: Modifies the editable information (Filter information, Object name and so on).
Debug: Debugs the Collector. You must stop the running Collector before you debug it.

Move: Moves the selected object from its current parent object to another parent object. You can
move objects from a Live View to the scratch pad and vice versa.

Clone: Creates a new object that has its configuration information prepopulated with the settings of
the currently selected object. This allows you to quickly create a large number of similar event
sources without retyping the same information over and over again. You can clone objects from Live
View to the scratch pad and vice versa. Cloning an object copies all the settings except the Run
status. New objects created using the Clone command are always in the Stopped state after creation.

Remove: Deletes a selected object from the system.

Contract: Collapses the child nodes into this node. This option is only available on parent nodes that
are currently expanded.

Expand: Expands the child nodes of this node. This option is only available on parent nodes that are
currently collapsed.
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Add Collector: Opens an Add Collector Wizard that guides you through the process of adding a
Collector to the selected Collector Manager.

Add Connector: Opens an Add Connector Wizard that guides you through the process of adding a
Connector to the selected Collector.

Add Event Source: Opens an Add Event Source Wizard that guides you through the process of
adding an event source to the selected Connector.

Open Raw Data Tap: Lets you view the live stream of raw data from an event source or flowing
through the selected object.

Zoom: In the graphical view, zoom in on the selected object.

Show in Tabular/Graphical View: Lets you switch between the graphical view and the tabular view
and automatically selects the object that is selected in the current view. When switching to the
graphical view, it also zooms in on the selected object.

Raw Data Filter: Filters the raw data flowing through the selected node. The raw data filter is
available on Collectors, Connectors, and event sources. If a filter specifies to drop data, the data to be
dropped is not passed to the parent node and is not converted into events.

Import Configuration: Imports the configuration of ESM objects.
Export Configuration: Exports the configuration of ESM objects
Add Event Source Server: Adds an Event Source Server to the selected Collector Manager

Add Collector Manager: In Scratch pad mode, you can add a Collector Manager to the scratch pad
by using this option. In the Live view, Collector Manager objects are created automatically as each
Collector Manager connects to the Sentinel system.

When you select multiple objects in the ESM panel and right-click, the following options are available:
Start: Starts all objects
Stop: Stops all objects

Remove selected objects: Removes the selected objects along with their children.

Searching for Event Sources

You can use the Attribute Filter panel to search for event sources.

1 Access Event Source Management.
For more information, see “Accessing Event Source Management” on page 107.
2 In the Attribute Filter panel, use the following information to display objects you want:
Search: Specify the name of the objects you want displayed.
Limit to: Select the types of objects to display.
Status: Select the status of the objects to display.

As you define each filter, the display is automatically updated.
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Installing Plug-Ins

Although some Sentinel components are preinstalled with the Sentinel system, you should also check
the Sentinel Plug-ins Web site to download the latest versions on the plug-ins.

*

*

“Installing a Connector Plug-In” on page 114
“Installing a Collector Plug-In” on page 114

Installing a Connector Plug-In

1
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Access Event Source Management.

For more information, see “Accessing Event Source Management” on page 107.
In the toolbar, click Tools > Import plug-in.

Select Import Collector Script or Connector plug-in package file (.zip, .clz, .cnz).
Click Next.

Click Browse.

Browse to and select the Connector plug-in package file, then click Open.

Click Next.

(Conditional) If the Connector already exists in the plug-in repository, select to replace the
existing plug-in with the new plug-in by clicking Next.

(Conditional) In the plug-in details window, select Deployed Plug-ins to deploy the plug-in from
this window.

For more information, see “Access Event Source Management.” on page 117.
Click Finish.

When you add a plug-in to Sentinel, it is placed in the plug-in repository, which enables Sentinel
components on other machines to start using the plug-in without adding the plug-in separately.

Installing a Collector Plug-In

1
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Access Event Source Management.

For more information, see “Accessing Event Source Management” on page 107.
In the toolbar, click Tools > Import plug-in.

Select Import Collector Script or Connector plug-in package file (.zip, .clz, .cnz.).
or

Select Import Collector Script from directory.

Click Next.

Click Browse.

Browse to and select the Collector script from a file or directory, then click Open.
Click Next to display the plug-in details window.

Select Deploy Plug-in to deploy the plug-in from this window.

For more information on the deployment procedure, see “Access Event Source Management.”
on page 117.

Click Finish.
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Updating a Connector or a Collector Plug-In

If a new version of a Connector or Collector is released, you can update the Sentinel system and any
deployed instances of the Connector or Collector.

1

Access Event Source Management.
For more information, see “Accessing Event Source Management” on page 107.

2 In the toolbar, click Tools > Import plug-in.

3 Select Import Collector Script or Connector plug-in package file (.zip, .clz, .cnz.).
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or

Select Import Collector Script from directory.

Click Next.

Click Browse.

Browse to and select the Connector or Collector plug-in package file, then click Open.

Click Next.

Click Next to update an already-imported Connector or Collector.

In the plug-in details window, select Update Deployed Plug-ins to update any currently deployed
plug-ins that use this Connector or Collector.

Click Finish.

When you add a plug-in to Sentinel, it is placed in the plug-in repository, which enables Sentinel
components on other machines to start using the plug-in without adding the plug-in separately.

Adding Components to Sentinel

After the plug-ins are installed in the Event Source Management, you must add the different
components to your Sentinel solution.

*

*

*

*

“Adding a Collector” on page 115
“Adding a Connector” on page 116
“Adding an Event Source” on page 116

“Adding an Event Source Server” on page 116

Adding a Collector

1

Access Event Source Management.
For more information, see “Accessing Event Source Management” on page 107.
In the main ESM display, locate the Collector Manager where the Collector will be associated.

3 Right-click the Collector Manager, then select Add Collector.

Follow the prompts in the Add Collector Wizard.

These prompts are unique for each Collector. For details, see the specific Collector
documentation at the Sentinel Plug-ins Web page (http://support.novell.com/products/sentinel/
secure/sentinelplugins.html).

Click Finish.
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The Collector Script enables the ESM panel to prompt you for parameter values as well as enable
Event Source Management to automatically select supported connection methods that work well with
the Collector script.

Adding a Connector

1 Access Event Source Management.
For more information, see “Accessing Event Source Management” on page 107.
2 In the main ESM display, locate the Collector where the new Connector will be associated
3 Right-click the Collector, then select Add Connector.
4 Follow the prompts in the Add Connector Wizard.

These prompts are unique for each Connector. For details, see the specific Connector
documentation at the Sentinel Plug-ins Web page (http://support.novell.com/products/sentinel/
secure/sentinelplugins.html).

5 Click Finish.

Adding an Event Source

1 Access Event Source Management.

For more information, see “Accessing Event Source Management” on page 107.
2 In the main ESM display, locate the Connector where the new event source will be associated.
3 Right-click the Connector, then select Add Event Source.

These prompts unique for each event source that is associated with the Connector. For details,
see the specific Connector documentation at the Sentinel Plug-ins Web page (http://
support.novell.com/products/sentinel/secure/sentinelplugins.html).

4 Follow the prompts in the Add Event Source Wizard.
5 Click Finish.

Adding an Event Source Server

Certain event source Connectors (such as the Syslo